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This paper offers guidance on employing open and creative methods for 
 co- designing critical data and artificial intelligence (AI) literacy spaces and 
learning activities, rooted in the principles of  Data Justice. Through innovative 
approaches, we aim to enhance participation in learning, research and policymak-
ing, fostering a comprehensive understanding of  the impact of  data and AI whilst 
promoting inclusivity in critical data and AI literacy. By reflecting on the Higher 
Education (HE) context, we advocate for active participation and  co- creation 
within data ecosystems, amplifying the voices of  educators and learners. Our 
methodology employs a triangulation model: initially, we conduct interpretative 
analyses of  literature to gauge best practices for curriculum development in HE; 
then, we examine frameworks in data justice and ethics to identify principles 
and skills applicable to undergraduate, postgraduate and academic development 
programs; finally, we explore proposals for critical, creative, ethical, open and 
innovative ideas for educators to integrate data and AI into their practice.
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Introduction: a data justice lens on data and artificial intelligence literacy

In the 21st century, global higher education (HE) has increasingly become understood 
through an imaginary of market, consumers and metrics, rather than social mission, 
democracy and citizenship, impacting on what and how students learn and raising 
concerns and debates about the effectiveness of traditional pedagogies (Stein & 
De Oliveira Andreotti, 2017), trends that have only accelerated in the wake of the 
COVID-19 pandemic and consequently increased digitalisation (Chaudhry & Kazim, 
2022; Treve, 2021).

Couldry and Hepp (2018) argue that our reality is to a growing extent being built 
through data-based processes and automated decision processes and algorithms, fos-
tering datafication as a business model, which is transforming societies (and therefore, 
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education). Symptomatically, the impact of datafication and artificial intelligence 
(AI) in HE is profound and tends to reinforce systemic inequalities, rather than rep-
resenting (as usually claimed) a value-neutral ‘digital transformation’ of institutions 
to achieve promised innovations and efficiencies (Carmi et al., 2020; Swist & Gulson, 
2023; Williamson et al., 2020).

Datafication, particularly through AI and predictive learning analytics, is reshap-
ing education, becoming entangled with the (not just social, but socio-technical) 
construction of educational reality, thereby altering the organisation of learning and 
teaching. This transformation requires a critical examination of methodologies and 
approaches used in analysing educational data, as highlighted by Dalton et al. (2016), 
Thoutenhoofd (2017), Jarke and Breiter (2019), Couldry (2020), Prinsloo et al. (2022) 
and Komljenovic et al. (2023), who call for scrutiny of practices that shape percep-
tions of education across social, political, economic and cultural domains.

We argue that co-created and participatory approaches are needed, grounded on 
the principles of data justice, to support capacity building in data and AI literacies 
across learning, research and policymaking realms (Atenas, Havemann & Timmer-
mann, 2020; Gonsales et al., 2021; Taylor, 2017). Data justice is defined by Dencik 
et al. (2016) as an approach ‘used to denote an analysis of data that pays particular 
attention to structural inequality, highlighting the unevenness of implications and 
experiences of data across different groups and communities in society’ (p. 875). Data 
justice has three pillars that are key to enhancing practices in HE: visibility, engage-
ment with technology and non-discrimination. Visibility includes access to representa-
tion and informational privacy; engagement with technology embeds sharing in data’s 
benefits and autonomy in technology choices; and non-discrimination addresses the 
ability to challenge biases and counteract discriminatory practices (Taylor, 2017).

Our focus in this paper is on how educators in HE can advance a critical under-
standing of the impact of data and AI and foster inclusive critical data and AI lit-
eracy, defined by Brand and Sander (2020) as ‘the ability to critically engage with 
datafication by reflecting on the societal implications of data processing and imple-
menting this understanding in practice’ (p. 2). Universities, like other organisations, 
are increasingly embracing data-driven approaches; however, the sudden interrup-
tion of generative AI, encompassing big data applications that create new content, 
has driven a sense of widespread sectoral ‘freaking out’. Holmes et al. (2019) note 
that whilst educational AI may have the potential to be beneficial where teachers are 
scarce, the notion that it is an effective replacement for teachers undermines the value 
of teachers’ skills and neglects learners’ social learning needs.

To advance critical data and AI literacies through data justice includes acknowl-
edging epistemic, representational and material harm (Hamilton & Sharma, 1996; 
Stein & De Oliveira Andreotti, 2017; Young, 2014), recognising issues such as racial 
and social codification, exclusion by design and the reproduction of systemic oppres-
sions (Park & Humphry, 2019; Williams & Clarke, 2016), as the opacity of algorithms 
perpetuates dehumanisation and undermines accountability (Brew et al., 2023; Henz, 
2021; Lepri et al., 2018).

As outlined by Redecker and Punie (2020), individuals need a thorough understand-
ing of data and AI, encompassing the ability to engage positively, critically and safely 
with these technologies whilst considering ethical dimensions such as environmental sus-
tainability, data protection and discrimination. D’Ignazio and Bhargava (2015) highlight 
the issue of an unequal distribution of data literacy across social groups, emphasising 
that those lacking fluency in data-driven discourse are systematically excluded from 
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participatory processes that rely on such discourse. In response, the concept of critical 
data and AI literacy, as proposed by Pangrazio and Selwyn (2019), Brand and Sander 
(2020) and others (Bozkurt et al., 2023), extends beyond basic proficiency. It encom-
passes the ability to critically evaluate data, algorithms and their societal impacts, thereby 
empowering individuals to engage meaningfully with questions of big data, machine 
learning and AI whilst being cognisant of risks to (and indeed, existing impacts upon) 
both human rights and the environment. Such an approach requires a socio-technical 
understanding of data, encompassing a broader and more critical perspective on its role 
in society and encompassing issues of agency, data ethics, data justice and participation 
in data-driven decision-making, and advocates for the fair and just use of data in both 
education and society (Baack, 2015; Gilliard, 2017; Perrotta, 2022; Williamson, 2017).

Deepening of educators’ understanding of data, datafication and AI represents a 
critical gap that must be addressed not only through research but also by cultivating 
creative dialogical spaces. These spaces should foster capacity-building and compre-
hension of how AI, platforms and data are transforming the educational landscape. 
In order to construct the kinds of dialogic spaces envisaged, we wish to emphasise the 
roles of curiosity, imagination and creativity as essential and transformative elements 
of human existence, crucial for addressing the pressing challenges facing our world. A 
recent report by the British Science Association (2022) amplifies the voices of young 
people, who call for creativity and interdisciplinary collaboration to confront these 
monumental challenges. HE curricula can play pivotal roles in this endeavour by pro-
moting free-thinking, critical inquiry, creative experimentation and cross- boundary 
or radical collaboration (Manca et al., 2017; Bene & McNeilly, 2020; Means & Slater, 
2022). These elements are vital for fulfilling the university’s social mission and embed-
ding it within both local and global communities.

We aim to offer guidance and recommendations through open and creative 
approaches for the co-design and co-creation of critical data and AI literacy spaces and 
activities, to cultivate a deep, critical understanding of structural data justice (Mandin-
ach & Gummer, 2013; Dencik & Sanchez-Monedero, 2022; D’Ignazio, 2022; Heeks & 
Swain, 2018). By encouraging reflective practices within educational contexts, we advo-
cate for participatory engagement within data ecosystems, ensuring that the voices of 
both educators and learners are included, thereby safeguarding  vulnerable groups from 
the indiscriminate and discriminatory uses of data and providing opportunities to chal-
lenge existing data-driven power dynamics (D’Ignazio & Klein, 2020).

Methodology

As discussed in the introduction, there is a social gap in critical data and AI literacy, 
which educators (in partnership with students and others) in HE are well- positioned to 
address. We also recognise that such topics may feel outside the comfort zone of many 
educators, and that relevant pedagogic strategies might be welcomed. We, therefore, 
reviewed literature with a view to identifying critical perspectives, good practices and 
innovative approaches for capacity-building activities in critical data and AI literacy 
within academic practice. By examining a diverse array of sources, including empirical 
studies, theoretical discussions and case studies, we were able to synthesise insights that 
highlight effective strategies for consideration of ethical, social and technical dimen-
sions of data and AI. We employed an interpretative analysis method (Dixon-Woods 
et al., 2006; Fereday & Muir-Cochrane, 2006; McDougall, 2015), which allowed us to 
go beyond a systematic descriptive analysis to uncover underlying themes, patterns and 
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conceptual frameworks that are essential for fostering critical skills in data and AI lit-
eracy. In this way, we have sought to avoid reinforcing existing knowledge inequalities, 
as biases can be inherent when reliant only upon searching indexes of ‘high quality’ 
sources; instead we have been informed by feminist and decolonial approaches that seek 
to amplify voices from women and minoritised communities (De Almeida & De Gou-
lart, 2017; Kordzadeh & Ghasemaghaei, 2022; Leurs, 2017; Webb, 1993).

Our analysis is structured around our key interpretative lenses of critical peda-
gogy, socio-technical systems theory and data justice, which enabled us to critically 
engage with the literature and extract relevant practices that align with these frame-
works. This method facilitated a comprehensive exploration of how educators can 
integrate critical data and AI literacy into their teaching practices, addressing not only 
the technical skills required but also the broader ethical and societal implications of 
data and AI in education.

Following our in-depth interpretative literature review, we undertook a second 
phase of analysis focused on evaluating innovative proposals for the use of data and 
AI in educational settings. To achieve this, we employed a crowdsourcing methodol-
ogy, which serves as a dynamic strategy for staying at the forefront of developments 
through the collection of diverse and emerging ideas and fostering collective innova-
tion by harnessing the collective intelligence of a broad community (Agarwal et al., 
2021; Llorente & Morant, 2015; Solemon et al., 2013).

Specifically, we crowdsourced creative ideas from an open project coordinated by 
the international Creative HE community (Nerantzi, et al., 2023; Abbleglen et al., 
2024). Between January and March 2023, the crowdsourcing effort yielded 101 cre-
ative ideas (comprising 100 single-author contributions and 3 multiple-author contri-
butions) from 83 contributors across a diverse array of countries, including Australia, 
Canada, China, Egypt, Germany, Greece, India, Israel, Italy, Ireland, Jordan, Liberia, 
Mexico, South Africa, Spain, Thailand, Turkey, the United Kingdom and the United 
States. These ideas were then curated for publication as an openly licenced book, 
accessible to educators and students worldwide (Nerantzi, et al., 2023;  Abegglen, 
et al., 2024). This globally sourced collection not only offers insights into innovative 
uses of AI for learning and teaching but also contributes to the discourse on open 
data and the development of critical AI literacy within the educational domain.

The analysis of the crowdsourced data was designed to identify good practices in 
terms of creative and critical ideas that can be seamlessly integrated into their teach-
ing environments. These practices were synthesised and clustered in different groups, 
mapped against the principles of data justice, adding guidance for educators to apply 
them in practice though an actionable set recommendations to enhance pedagogical 
approaches, encouraging critical engagement with data and AI, and ultimately sup-
port the development of a more equitable and informed educational landscape.

Creative pedagogies for data and AI literacies

Insights from literature
The role of data in categorising and shaping governmental, corporate and social under-
standing and treatment of individuals and social groups underscores the need for data 
justice to uphold and defend rights and freedoms, particularly of the marginalised, in 
this digitised, datafied era (Selwyn, 2015, 2018; Schäfer & Van Es, 2017). Whilst con-
versations about governance and regulation of data and data-driven services continue 
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at the government and supranational levels, we would suggest that citizens need to be 
informed and literate in these topics rather than assume that governance processes 
will ‘handle it’ and ensure adequate protections; after all, even in GDPR-protected 
Europe, one simply needs to tick a box to sign one’s data rights away.

As well as aiding in personal decision-making, the development of relevant litera-
cies, if not in itself a yellow brick road to data justice, creates the possibility of mean-
ingful citizen participation in policy debates. To achieve this, educational organisations, 
particularly in HE, will need to invest in enhancing skills and capabilities in data and 
AI literacies, through radical collaboration across various stakeholders, including edu-
cators, students, researchers, data experts, civil society and activists, with a focus on 
developing and disseminating practices that prioritise diversity, equity and inclusivity 
in curriculum development (Atenas, Havemann & Timmermann, 2023; Markauskaite 
et al., 2022; McGovern, 2018).

Creative pedagogies can help us embrace imaginative and resilient curricula, which 
will provide a much-needed social playground, time and space, and bring diverse 
ideas and perspectives together and nurture risk taking, whilst feeling vulnerable and 
unsettled, making mistakes and learning from these with others in a learning commu-
nity within accountable spaces (Ahenkorah, 2020; hooks, 1994; Jackson et al., 2006; 
Naidu, 2021; Nussbaum, 2013; Suoranta et al., 2021; Zembylas, 2023).

These challenges present opportunities for renewal and change (Freire, 2011; 
Jackson, 2018), and designing imaginative and dynamic curricula that foster criti-
cal data and AI literacy is paramount. People-centred design principles place diverse 
voices and perspectives at the heart of the co-creative process and enable rapid proto-
typing and implementation, and therefore, let creative ideas be explored, considered 
and embedded into the design (Lockwood, 2010).

The development of data and AI literacies for educators in HE faces significant 
challenges, including limited access to training and professional development, a lack 
of spaces for dialogue, creativity and reflection, and unclear definitions of the essen-
tial literacies required for both educators and students. Thus, it becomes challenging 
to integrate these literacies into academic practices to empower HE communities to 
engage effectively in data-led debates. Additionally, there is a shortage of opportuni-
ties and resources to help educators and students critically discuss the ethical impli-
cations of data and navigate complex issues related to its impact on education, as 
highlighted by Floridi and Taddeo (2016) and Williamson (2017).

Creative pedagogies to foster data and AI literacies should create dynamic, reflec-
tive spaces that empower educators and students to engage with data in meaning-
ful ways, facilitating a deeper understanding of data justice and its implications for 
education and society. This includes critically examining power dynamics within HE, 
such as the reliance on data-driven decision-making and the emphasis on performance 
metrics, which can reinforce existing power structures and marginalise vulnerable 
groups (Atenas, Havemann & Timmermann, 2023; Bhargava et al., 2016; D’Ignazio 
& Bhargava, 2020; Dubey et al., 2019). By promoting creative approaches to teaching 
and learning, we can better equip educators and students to navigate the complexities 
of data and AI, fostering a more just and equitable educational environment.

Creative pedagogies can provide a dynamic platform for educators to engage with AI 
technologies. By incorporating these pedagogies, as suggested by Goel and Joyner (2017), 
AI can be demystified, making it more accessible and empowering educators and students 
to understand its implications and applications. Such pedagogies encourage exploration, 
questioning and creativity, which are essential for fostering a deeper understanding of AI.
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As highlighted by Beghetto and Kaufman (2014), Danylchenko-Cherniak (2023), 
Leonard (2021) and Long & Magerko (2020), creative pedagogies are crucial for 
promoting critical thinking, adaptability and innovation amongst students. These 
approaches emphasise active learning, collaboration and problem-solving, enabling 
students to engage with content through hands-on activities, real-world projects and 
collaborative efforts. In a society increasingly dominated by complex and opaque data 
ecosystems, educators must adopt the role of data activists, promoting data justice 
and challenging systemic inequalities. By integrating principles of data justice, as 
advocated by Milan and Van Der Velden (2016) and Dencik et al. (2016), into cur-
riculum design, educators can help ensure that AI and data-driven systems promote 
social justice and benefit all members of society.

Data justice involves addressing the ethical and social implications of how data 
is collected, stored, analysed and disseminated, with a focus on ensuring its fair and 
equitable use in the public interest (Dencik et al., 2019). Recognising that data are not 
neutral and can reinforce existing power structures and inequalities, it is crucial to 
confront biases, incompleteness and manipulation in data practices that may result in 
social harm (Atenas et al., 2023).

D’Ignazio and Klein (2020) argue that data justice is vital for correcting 
power  imbalances in AI development and deployment, advocating for the active 
involvement of  marginalised communities in shaping data-driven systems. Similarly, 
Milan and Van Der Velden (2016), Noble (2020) and Dencik et al. (2016) highlight 
the need to address power disparities within the data ecosystem and ensure the 
participation of  marginalised groups in decision-making processes. They call for a 
more democratic approach to data governance in HE to avoid perpetuating racial 
and gender inequalities. By embedding principles of  data justice into creative and 
critical practices in learning, teaching and research, HE can contribute to mitigating 
biases in data collection and analysis, advancing the principles of  redistribution and 
recognition, and addressing social inequalities related to race, gender and class.

The increasing reliance on digital tools and data-driven policies in HE has created a 
complex data ecosystem, where fostering participatory governance can lead to a more 
equitable and just system. Critical data and AI literacy are essential for empowering 
academics and students to engage meaningfully with data, particularly through partic-
ipatory design processes that involve community engagement in reviewing and assess-
ing educational technologies. Incorporating community-based participatory research 
and policymaking ensures that data collection and usage are ethical and socially 
responsible, prioritising the interests of vulnerable communities. As boyd and Craw-
ford (2012) cautioned, data practices can have unintended consequences, making it 
crucial for academic programmes to raise awareness of the ethical implications of data 
use, following ethical frameworks to ensure data justice, as Taylor & Mukiri-Smith, 
(2021) advocate, to respect the rights and dignity of individuals and communities.

Through the analysis of  the literature, we identified a series of  data justice prin-
ciples that serve as guide to cluster a wide range of  critical activities that can be 
embedded in curricula, which are linked with the pillars of  data justice to support 
educators to design effective and sustainable practices with their learners across 
disciplines as presented in Figure 1.

Therefore, grounded in these principles, we propose a series of activities to build 
critical data and AI literacy, to advance understanding of the ethical, social and polit-
ical dimensions of data and promote interdisciplinary research-based learning activ-
ities, as shown in Table 1.
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Analysis of  the crowdsourced ideas
Involving educators and students in creative participatory activities, both individu-
ally and collaboratively, can help to challenge preconceptions, reveal marginalised 
or unheard voices and consider alternative perspectives, ultimately leading to new 
insights and the growth of critical data and AI literacy by exploring and experiment-
ing with AI in innovative ways to develop critical thinking and  literacy in various 
educational contexts, both within and beyond HE (Nerantzi et al., 2023). Though 
the analysis of a series of crowdsourced ideas, shared openly by 83 contributors from 
across the globe for a project coordinated by the  international Creative HE commu-
nity, we have mapped a series of initiatives, proposals, ideas and approaches that can 
help educators to develop learning activities that are grounded in creative and arts-
based inquiry and practices, in order to break barriers to communication, diversify 
and deepen participation (MacGregor et al., 2023). 

The activities were first clustered by different types of activities using different 
techniques to provide valuable strategies to engage educators and students in devel-
oping critical data literacies and help them develop a range of skills in data analysis, 
interpretation and communication, working collaboratively, using real-life scenarios 
in a real-world learning approach (Abbeglen et al., 2024; Kara et al., 2021). Some of 
these ideas are summarised in Table 2.

Figure 1. Data justice pillars and principles.
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Not only the mapped activities can help to develop and mature an understanding 
of data and AI literacy within the wider academic community, but also we addition-
ally present some creative ideas that can help start a dialogue between educators and 
students, as shown in Table 3.

Conclusions and recommendations

To develop and advance data and AI literacies, it is key to incorporate the pillars 
and principles of data justice into HE curricula, integrating activities grounded on 
real social problems and challenges creatively into existing programmes of study. To 
enhance academic practice in HE, particularly in the integration of data justice prin-
ciples into curricula, we propose the following recommendations:

Table 1. Learning and teaching activities grounded on data justice concepts.

Data justice principles Learning and teaching activities

Centre marginalised voices This involves incorporating readings, discussions and guest 
speakers from marginalised communities to ensure their per-
spectives are highlighted and understood.

Promote data literacy Teaching data visualisation and interpretation skills, whilst 
discussing the limitations of data sources, helps students 
become proficient in understanding and analysing data 
effectively.

Challenge power dynamics Encouraging critical reflection on power structures, students 
can gain insights into how data can reinforce or challenge 
existing hierarchies and inequalities.

Foster community- engaged 
research

Introducing principles of community-engaged research and 
collaborating with community partners in research activities 
help students understand the importance of involving diverse 
voices in research.

Promote socially just uses 
of data

Comparing and contrasting examples of potentially socially 
just and unjust data usage helps students understand the 
ethical implications of data and encourages them to use data 
in ways that promote social justice.

Promote data ethics Exploring ethical frameworks and principles relevant to data 
ethics and discussing case studies of data ethics violations 
help students develop a strong ethical foundation in handling 
data.

Advocate for data 
decoloniality

By analysing historical data practices and their impact on 
indigenous communities and marginalised populations, as well 
as exploring indigenous approaches to knowledge curation, 
students can understand the role of data in perpetuating colo-
nial perspectives and power imbalances.

Incorporate diverse 
perspectives

Encouraging diverse readings and inviting guest speakers from 
various backgrounds help students gain exposure to diverse 
perspectives and experiences, fostering a more inclusive learn-
ing environment.

http://dx.doi.org/10.25304/rlt.v32.3296
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Table 2. Summary of creative ideas for the use of AI in HE.

Idea Description Suggested tools

Fostering digital 
 literacies for  
AI ethics

Using AI tools, educators can engage students in 
critical discussions on digital technology, exploring 
real-world AI applications like social media algo-
rithms, analysing ethical implications and societal 
impacts whilst fostering awareness of privacy 
concerns.

Midjourney

Using AI to 
develop variety 
in  scenario-based 
assessments

Academics can leverage technology to develop 
authentic, meaningful and adaptive assessments 
using AI to adjust complex scenarios based on 
learner’s level, mirroring real-world situations with 
varying parameters.

ChatGPT

Quizmaster or  
pub quiz

AI generates diverse questions prompting dis-
cussions on biases, stereotypes and marginalised 
perspectives, ensuring balanced representation 
using familiar formats such as TV or pub quiz, 
enhancing engagement and facilitating meaningful 
conversations.

ChatGPT

Branching scenarios 
using AI-generated 
case studies

AI can streamline case study creation, offering 
comprehensive narratives with dialogue, feedback 
and branching options. AI-Generated Ethical 
Case Studies span diverse domains like healthcare, 
business and social justice, presenting complex 
scenarios for ethical exploration, featuring multiple 
decision points and simulating real-world contexts 
for students to analyse, whilst branching scenarios 
provide rich contextual information and relevant 
facts, enabling informed ethical decision-making, 
promoting engagement and providing students with 
a content-rich learning journey.

ChatGPT, 
Midjourney, 
H5P

Rewriting with  
AI image 
generators

Students can learn to write concise instructions for 
an AI image generator to explore ethical implications 
and responsible manipulation, reflecting on conse-
quences like misrepresentation and privacy concerns, 
emphasising the importance of permissions and cul-
tural sensitivity, streamlining discussions on cultural 
stereotypes and fostering awareness of contextual 
impact and mindful image use.

DALL·E 2

Understanding gender 
bias in AI: A critical 
reflection exercise

Students can have AI tools like ChatGPT and 
DALL·E to investigate how discriminatory data 
fuels gender bias in AI-generated outputs, prompting 
group discussions on bias identification and miti-
gation strategies, encouraging critical reflection on 
AI’s role in perpetuating gender stereotypes through 
real-world scenarios in employment, advertising and 
virtual assistants, to explore how recommendation 
systems amplify biases, reflect on social implications 
and consider strategies for mitigation.

ChatGPT, 
DALL·E and 
any AI emerging 
technology
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• Curricular Integration: Incorporate data justice principles into existing mod-
ules such as research methods, data analysis and research ethics. Emphasise 
responsible, just and ethical approaches wherever data are collected, analysed 
or discussed.

• Address Equity and Inclusion: Consider the intersections of social, digital and 
data exclusion to address equity and inclusion in data and AI literacies; this 
helps to mitigate biases and exclusions inherent in data and AI systems.

• Creative Pedagogical Approaches: Adopt creative teaching methods to help 
educators and students develop a critical understanding of  the ethical and 
social implications of  data and AI; this can be achieved through workshops, 
seminars and conferences that foster interdisciplinary collaboration and 
dialogue.

• Case Studies: Employ case studies to illustrate real-world ethical dilemmas and 
social issues related to data and AI; these provide practical insights into data 
justice and teach students how to apply ethical principles in their research and 
professional practices.

• Critical Reflection and Dialogue: Encourage ongoing critical reflection and dia-
logue amongst students and educators about the ethical and social impacts of 
data and AI technologies. Create spaces for open discussions, debates and inter-
disciplinary collaborations.

• Real-World Assessment Design: Integrate activities and assessments focused on 
exploring the ethical implications, social impacts and power dynamics of data 
and AI technologies in authentic contexts. These assessments should foster crit-
ical thinking, ethical awareness and responsible practices.

• Interdisciplinary Collaboration: Promote partnerships between educators and 
students from diverse fields to develop a comprehensive understanding of data 
and AI literacy that encompasses technical, ethical, social, environmental and 
legal perspectives.

Table 2. (continued)

Idea Description Suggested tools

Distilling key ideas 
from OpenAI’s 
privacy policy/terms 
of use

Students can engage in a jigsaw reading activity by 
dissecting OpenAI (or another AI)’s Privacy Policy 
or Terms of Use in pairs, to identify key points 
and create infographics or comic strips illustrating 
privacy, user consent and responsible AI use, with 
an emphasis on incorporating dialogue and visual 
storytelling techniques for effective communication.

OpenAI, Texter

Art and philosophers Students can curate an exhibition focused on phil-
osophical phrases or keywords related to various 
philosophers’ thoughts, exploring concepts such as 
moral responsibility, free will and consciousness in 
the context of AI through the exhibited works.

Midjourney

AI: artificial intelligence; HE: higher education.
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Table 3. Creative and artistic ideas to develop critical data and AI literacies.

Creative/ 
artistic idea

Description Intended outcome

Data debate 
role play

Using existing ed-tech policies, educators and 
students can debate about data-related issues 
and lobby for changes or to maintain the status 
quo using role play techniques.

Develop understanding 
about the processes and 
skills needed to partici-
pate in policy making.

Data comics Create a comic strip that tells a story using data 
where educators and students can develop com-
ics that can be translated in other contexts.

Develop critical think-
ing and communication 
skills in data analysis.

Data sculpture Create a physical sculpture or model using data 
using a range of materials, so educators and 
students can develop data visualisation.

Develop spatial rea-
soning and creativity in 
data representation.

Data poetry Write poetry that incorporates data or data 
visualisations, so educators and students can 
develop data interpretation and creative writing 
skills.

Develop imaginative 
and expressive skills in 
data analysis.

Data mapping Use mapping software to create a visual repre-
sentation of data where educators and students 
visualise a social issue.

Develop spatial reason-
ing and critical thinking 
in data analysis.

Data storytelling Use digital storytelling tools to craft multi-
modal narratives incorporating data, whilst also 
exploring non-digital methods for storytelling 
enhancement, to immerse educators and stu-
dents, fostering data interpretation and storytell-
ing skills development.

Develop critical think-
ing and communication 
skills in data analysis.

Data game Employ gamification techniques to collabora-
tively develop a board game that delves into top-
ics like power dynamics and marginalised voices, 
facilitating reflection and learning to understand 
the importance of incorporating diverse per-
spectives in data work.

Develop openness and 
critical understanding 
of diverse perspectives 
for data collection, 
interpretation and 
analysis.

Data drama Create an embodied experience using drama, 
roleplay or simulation techniques to enable 
educator students to immerse themselves into 
a specific scenario or case and experience first-
hand data unfairness, biases and exclusion.

Develop critical aware-
ness of the importance 
of data fairness and 
justice.

Data drawing Create a doodle or drawing that visualises a 
story using data where educators and students 
will develop data interpretation and storytelling 
skills using visual language.

Develop critical think-
ing and communication 
skills in data analysis 
and interpretation.

Data collage Make a 2D or 3D collage or bricolage to 
visualise data in a unique way that may help 
identify data asymmetries, anomalies and mis-
representation, raise new questions and identify 
connections valuable for data analysis and 
interpretation.

Develop critical aware-
ness of noticing and 
novel connections and 
their importance for 
data interpretation and 
representation.

AI: artificial intelligence.
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Finally, we call for increased research and scholarship attending to questions of 
data justice, by educators, students and other collaborators, to advance our under-
standing of data justice (and injustice) and its applications in HE learning, teaching, 
research, administration and knowledge exchange. Rather than simply talk, or even 
do assignments, about data and AI, we call for capacity building in order to conduct 
and disseminate empirical studies, critical analyses and theoretical explorations that 
will form a growing knowledge base to support HE communities with the knowledge, 
skills and ethical awareness to navigate the complex landscapes of data and AI whilst 
centreing equity, justice and social well-being.
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