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Abstract: We examined how language supports the expression of temporality
within sentence boundaries in English, which has a rich inventory of grammatical
means to express temporality. Using a computational model that mimics how
humans learn from exposure we explored what the use of different tense and
aspect (TA) combinations reveals about the interaction between our experience of
time and the cognitive demands that talking about time puts on the language user.
Our model was trained on n-grams extracted from the BNC to select the TA com-
bination that fits the context best. It revealed the existence of two different sub-
systems within the set of TA combinations, a “simplex” one that is supported
lexically and is easy to learn, and a “complex” one that is supported contextually
and is hard to learn. The finding that some TA combinations are essentially lexical
in nature necessitates a rethink of tense and aspect as grammatical categories that
form the axes of the temporal system. We argue that the system of temporal
referencemay bemore fruitfully thought of as the result of learning a system that is
steeped in experience and organised along a number of functional principles.
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1 Introduction

In a usage-based approach to language, languages and our knowledge of them
are considered a product of our interaction with the world. Three dimensions
that play a crucial role in this process are the commonality of the human
experience, our shared cognitive abilities and our social nature. Languages are
designed to facilitate social interaction and are learned in social interaction:
language knowledge emerges from exposure to usage during such interactions.
The cognitive capacities that enable us to gradually build up knowledge of the
communicative code are the same as those that support other, non-linguistic,
areas of cognition. They are also those that constrain the forms languages can
take: there is surprising unity in the diversity of formal expressions exhibited by
the languages of the world (WALS Online 2013). This is in no small part due to
the commonality of the human experience, which is processed with the same
cognitive system.

In this paper, we look into those categories that are used to classify the
temporal dimensions of our experience, as expressed in language. Expressions
of temporality are among the most challenging to describe and even closely
related languages such as Germanic and Slavic display striking differences in
how temporality is expressed linguistically (Binnick 1991; Comrie 1985; Dahl
1985). Using English as our basis, we set out to explore what the use of different
tense and aspect combinations reveals about the interaction between our
experience of time, and the cognitive demands that talking about time puts on
the language user. Rather than taking a behavioural or neurological approach,
we model computationally how language supports the expression of temporal
relations. Focusing on the raw linguistic input language users receive, we aim
to establish how the expression of the English tense/aspect (TA) combinations
differs in the linguistic support they each require, and what these differences
tell us about the experiential basis and the cognitive constraints on the lin-
guistic expression of time.

In Section 1, we will summarily review the mechanisms that cognitive gram-
marians have proposed for conceptualising tense and aspect. We will dwell on
those that are likely to pose a challenge for machine learning as they assign a key
role to the conceptualiser of the situation. In Section 2, we will explain our psy-
chologically plausible computational learning algorithm which includes n-grams
as cues and is thus representative of how actual language learning is thought to
unfold on a usage-based account. The results, including information on what
guides the choice of TA combinations, are presented in Section 3 and compared to
the findings from a short survey designed to compare our model’s results with
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speakers’ choices. In Section 4, we put our findings in a broader context and
explore those dimensions of the interaction between language, experience and
cognition that play a key role in maintaining the English TA system as we know it.

1.1 Tense, aspect and perspective

It is generally assumed that tense is used to locate a situation in time, relative to the
time of speaking (Comrie 1985). And prototypically, in default or canonical viewing
arrangements (Langacker 2001), the past tense would be used to locate events
before the moment of speaking, the present at the time of speaking, and the future
after the time of speaking. There is, however, discussion as to whether the present
actually does locate an event at the time of speaking (Langacker 2008, 2011), as we
will discuss in Section 1.2.

Also, not everyone accepts that the future is a tense in English because, in
English, the future is not morphologically marked in the same way as the past
and present are. While past and present attach inflections directly to the verb
base, the future requires the use of the (modal) auxiliary will. The future is
thus a “periphrastic construction”, and Michaelis (2006: 224), for instance,
distinguishes these from “actual tenses” where the (main) verb bears
the actual tense marking. Furthermore, beyond the aforementioned formal
differences, and more central to the cognitive plane, another crucial distinc-
tion between the past and present on the one hand and the future on the
other is their relation to reality. As illustrated by Langacker’s (1991: 244)
Elaborated Epistemic Model, the present is closely associated with the Im-
mediate Reality of the speaker, the past with their Known Reality and the
future with a possible Non-Reality (cf. Brisard 2013). Therefore, while past and
present are associated with reality, the future is not because it has not been
experienced.

This Elaborated Epistemic Model leads us into a discussion of aspect and of
how it interacts with tense to form combinations whose semantics, Brisard (2013:
220) argues, indicate the reality status of a situation. Most researchers agree that
tense and aspect are conceptually separable (Comrie 1985; Michaelis 2006,
inter alia), but it is also clear that they are closely related and intertwined
(Hornstein 1991: 9). Despite the ability of aspect to occur on its own (e.g., I saw
the kids playing in the park), this option hasn’t received much coverage in the
literature.

Aspect is traditionally defined as “different ways of viewing the internal
temporal constituency of a situation” (Comrie 1976: 3); that is, how the event
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relates to time and how that relation is described. The two prototypical markers
of aspect in English, the perfect and the progressive, each have their charac-
teristics with the progressive denoting an event in progress and the perfect an
event that is completed. However, it has been argued that the choice of one
aspectual form over another is not necessarily fully given by the situation that is
being rendered. The choice of aspect can be considered as an instance of
construal (see Croft [2012] for the theoretical elaboration and Janda and Rey-
nolds [2019] for an application), which “refers to our manifest ability to
conceive and portray the same situation in alternate ways” (Langacker 2008:
43). Furthermore, it is useful to hypothesise an underlying contradistinction
between the freedom of linguistic expressiveness and situational (including
perceptual) constraints: whenever the linguistic packaging of an event is not
strongly constrained by the event itself, the linguistic choices we make reflect
our freedom to conceptualise the event we communicate. In this regard, for
example, Croft (2012: 40) compares the different construals of She coughed
(once) where the use of the past simple leads to the construal of the event as a
cyclic achievement and She coughed for five minutes/She was coughing where
the use of either the past simple with the duration adverbial or the past pro-
gressive leads to the construal of the event as an activity.

Also relevant to construal is the notion of scope, paraphrased by Langacker
(2001: 253) as the ‘onstage region’. Maximal scope is roughly the entire situation,
and the immediate scope is the part of the situation that is relevant for a particular
purpose. Thus, a speaker will contextualise or view a situation relative to the
immediate scope (Boogaart and Janssen 2007: 253; Kermer 2016; Langacker 2001;
Niemeier and Reif 2008), i.e., the general locus of viewing attention. That is, a
speaker’s choice of a TA combination indicates the angle they choose for
describing the event. Take the cab-driver example, borrowed fromMichaelis (2006:
221): I took a cab back to the hotel. The cab driver was Latvian. Here, we know that
the cab driver did not stop being Latvian after the speaker got out of the cab or that
the driver is now dead, which would be the usual interpretation of a past simple.
Rather, the past tense is used because the situation/event is no longer part of the
speaker’s immediate scope. This sentence is an example of a non-default use of the
past simple, or a non-canonical viewing arrangement (Langacker 2001), and is
thus more cognitively complex, which explains why it requires conceptual back-
up. Note that, here, the required contextual back-up is provided outside of utter-
ance boundaries. Without the appropriate (wider) context, a speaker would have
most likely chosen the present simple to describe the situation.

The past simple is not the only TA combination that can be used in a non-
canonical viewing arrangement: the present forms are particularly prone to this.
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According to Brisard (2013), the present simple has a “strictly perfective char-
acter” (Brisard 2013: 227). In fact, Brisard (2013: 227) uses this ‘strictly perfective’
feature of the present simple and the fact that it is used to describe a “structural
aspect of reality” to explain the uses of the present simple in non-canonical
viewing arrangements. As is well-known, a present simple can be used to denote
a situation that is expected to occur in the future (e.g., Our train leaves at 4).
Brisard explains this futurate use of the present simple (with an action verb)
through the fact that the event is accepted as part of the speaker’s reality (Brisard
2013). However, as mentioned by Bergs (2010: 218), such uses of the present
require a temporal adverbial to be interpreted as a future, in our case here, the
prepositional phrase at 4. Given the proper contextual background, which can be
linguistic (and possibly fall outside the sentence) or extralinguistic, as Langacker
(2001) points out, the present simple can be used for non-default situations. The
need for contextual elaboration also holds for non-default uses of the present
progressive, as in I am having lunch with Lina tomorrow where the adverb
tomorrow points towards a future interpretation.

English TA combinations are, in other words, used to refer to a wider range of
temporal situations than their name might lead one to expect: while it might seem
efficient to reserve specific TA combinations for specific event types, such a crisp
division is not actually implemented in usage. The nuances in the various uses of each
TA combination enable speakers to present situations in the way they conceptualise
them,with relatively few formal options; at the same time, this flexibilitymakes it very
hard for amachine to pick up the intendedmeaning. These conceptualisations can be
addressedwith reference to conceptual operations such as viewing arrangements and
construal. It should be noted, however, that the flexibility in the use of TAs to convey
the conceptualisation of a situation relies on the felicitous use of context: without
adequate contextual support, a non-default arrangement risks being misinterpreted.
Based on this observation, we will argue that the more complex the TA arrangement,
and themore intricate its conceptual relationship to the situation it renders, the rarer it
will be and the more contextual support it will require. And contextual elaboration is
something a machine can pick up.

1.2 Experience: complexity, distance and uncertainty

Amajor functional principle of linguistic organisation is complexity, which comes
in many forms. Rohdenburg (1996: 151) presented the complexity principle, based
on Hawkins’s (1992) analysis of phrasal verbs: “In the case of more or less explicit
grammatical options the more explicit one(s) will tend to be favoured in more
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complex environments.” Rohdenburg finds that the more complex the sentence
(formally and/or cognitively), the more explicit it is, i.e., the more syntactic ele-
ments are present to guide the interpretation. This is in line with research from
psycholinguistics. Studies that have looked at the processing of subordinate
clauses, for example, have found that the marker that is more likely to be used as
the proposition becomes more complex (Hale 2001, 2003; Jaeger 2010; Levy 2008).

We expect this relation to hold true for TA combinations as well: the different
TA combinations embody differences in the conceptual complexity of the situation
described, with simpler forms reserved for describing cognitively simpler situa-
tions. However, we expect that differences in formal complexity extend beyond the
verb, into the context, and affect the amount of contextual support needed to
achieve an accurate representation of the intended conceptualisation of the event.
This relates to our argument about the language-situation contradistinction, in
which a language’s expressive power for conceptualising any given situation will
show flexibility to ensure accommodation, not only of the specific linguistic
complexity but of the broad complexity of the actual (e.g., physical) situation.

Michaelis (2006: 224) points out a difference between simpler, more direct
forms and complex, more indirect TA combinations. Compare here three different
expressions of pastness, the past simple skated, the past perfect had skated and the
past perfect progressive had been skating. Arguably, the past simple skated is
simpler both in terms of the formof the verb and in terms of the relation it expresses
between the time of the situation (Event Time) that is being described and the time
of speaking (Speech Time), which are distinct (Reichenbach 1947). In the past
simple, Reference Time (the time which corresponds to the viewpoint chosen by
the speaker) coincides with Event Time and is thus also situated in the past and
hence detached from the present. The past perfect Tonya had skated represents an
intermediate level of formal and conceptual complexity, as it requires the auxiliary
had and is used when Event Time is anterior to Reference time which is anterior to
Speech Time. The past perfect progressive had been skating, represents the most
complex TA combination of the three. It combines complexity in the form itself
with complexity in the conceptualisation of the situation. We see how the various
elements that had been skating is made up of guide the hearer through the con-
ceptualisation offered by the speaker, with had indicating that the event is over by
Speech Time and Reference Time and the progressive -ing indicating an event that
extended over a period of time.

In determining cognitive complexity, epistemic distance, i.e., the location of
an event relative to a speaker’s sphere of knowledge (cf. Langacker 1987), plays an
important role, not in the least because epistemic distance affects the certainty or
uncertainty withwhich the situation can be rendered (for a discussion of epistemic

256 Romain et al.



distance with regards to tense and aspect see, for example, Stanojević 2011 for
Croatian). Epistemic distance has been mainly applied to tense. Langacker (2011),
for example, describes the schematic characterisation of the present in English in
terms of epistemic immediacy: the present is epistemically immediate whereas the
past is non-immediate. Chilton (2013) argues that things or situations that are
spatially close are also epistemically close (see also Bender and Beller 2014 for a
discussion of the mapping of spatial frames onto time). We apply this notion of
epistemic distance/immediacy together with temporal distance to TA combina-
tions and explain how epistemic distance increases cognitive complexity and
hence the need for context. As for the categories we have described as aspect—
namely simple, progressive and, perfect—the notion of immediacy applies in a
slightly different way. The simple could be considered as neutral in terms of
epistemic distance as it is taken to be the default and does not add much to event
description, which will be dependent on the tense and type of verb (action vs.
state). With a progressive aspect, the event can be considered more immediate or
epistemically close in that it is in the speaker’s immediate scope (Langacker 2011:
57) and thus seen from an internal point of view. DeWit andBrisard (2014) consider
the present progressive to be epistemically contingent, i.e., it is used in non-
structural situations “whose actualisation at the time of speaking could not have
been predicted” (De Wit and Brisard 2014: 88), as opposed to the simple form
which they consider to be part of the speaker’s structural reality. As such, the
progressive is somewhere between the simple and the perfect in terms of
immediacy: it is part of the speaker’s immediate scope but is unbounded. In the
perfect, the event is over at the time of Reference (except with stative verbs such
as live) and is anterior to Speech Time. Radden and Dirven (2007), who consider
the present perfect as a complex tense, argue that it is used for an anterior event
or an anterior phase of an event with a backward-looking stance from the present
(Radden and Dirven 2007: 212). As such, the perfect is also somewhat hybrid in its
immediacy as it combines the anteriority of an event and a present or more
immediate viewpoint.

Overall, we can say that only what has been experienced is certain, and that
only that which is occurring at the time of speech is close. As such, the past is
distant but certain, the present is close and can be certain (with a simple form) or
somewhat uncertain (with the progressive, cf. De Wit and Brisard 2014) and the
future is both distant and uncertain (cf. also Janda 2015 for a similar statement).We
should note here that it is the combination of a tense and an aspect that amounts to
various levels of complexity, not just tense or aspect on their own. The present and
past simple are simpler by virtue of their denoting a structural reality, implying
that the event described is considered in its entirety (cf. De Wit and Brisard 2014)
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and can stand on its own. Aprogressive, on the other hand, denotes an event that is
viewed internally, i.e., the event is seen as ongoing by the speaker, whichmay thus
require contextual backup that anchors the relationship between speaker and
event. With the perfect, the event denoted is anterior to Speech Time but consid-
ered with continuity to Reference Time; we expect this particular (rather complex)
viewing arrangement to leave a trace in the context as well. As to the future, it is
also epistemically more distant, in the sense that while the past and present are
relatively fixed, and have been or are being experienced by the speaker, the future
is open and thus less certain (cf. de Brabanter et al. 2014).

In sum, we would expect morphologically and conceptually simpler forms to
require less supporting information whereas morphologically and conceptually
more complex forms are likely to require more contextual support, as illustrated in
Figure 1. Note that these two scales can conflict or coincide. A combination of
future and simple may well require more contextual support than that of a present
and a perfect, for example. We use three blocks of different shades of grey to mark
the three levels of morphological complexity for grammatical aspect and tense
marking.

Figure 1: A projection of the increasing amount of contextual support needed for various TA
combinations (little contextual support on the left, more contextual support on the right).
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In the next section, we will delve deeper into principles of learning from
context as they apply to learning TA categories from exposure to language.

1.3 Support: the role of frequency and context in the
learnability of tense and aspect

Recently, the concern has been raised that the categories with which (cognitive)
linguists operatemay not be those that drive the language cognition of the average
user (Dąbrowska 2016: 221; Divjak 2015; Divjak et al. 2016b). Although descriptively
accurate and often didactically relevant, many of the core concepts and categories
onwhich cognitive linguists rely require exquisite sensitivity tominute differences
in expression that may not be shared by the average, untrained language user. To
take an example from the description of TA combinations in English, concepts
such as (un)boundedness or viewing arrangements and intricate distinctions be-
tween achievements and accomplishments could not be expected to be described
by naïve speakers, let alone in such terms. Research in this area remains sparse,
with most theoretical and descriptive categories lacking empirical verification of
their cognitive relevance (but see Rissman and Majid 2019 for a review of the
empirical evidence regarding the thematic roles Agent, Patient, Goal, Recipient
and Instrument, for example).

Our ‘litmus-test’ of cognitive reality, or a category’s potential for cognitive reality,
is learnability: if language knowledge emerges from exposure to usage, any knowl-
edge we assume exists in the minds of language users should, at the very least, be
learnable from input (Divjak et al. 2015; Milin et al. 2016, 2017b).Whereas earlier work
explored whether abstract labels can be learned and whether they map onto distri-
butional patterns in the input (cf., Divjak et al. 2015), more recent work has brought
these strands together by modelling directly how selected abstract labels would be
learned from inputusingacognitively realistic learningalgorithm(cf.DivjakandMilin
2020; Milin et al. 2017b). Following these foundational assumptions, we proceed to
explore to what extent the use of the different English TA categories is learnable from
(sentential) context (seeBielak andPawlak 2011; Kravchenko 2012 for similar attempts
to teach TA combinations from a cognitive perspective) and which (sentential) cues
would trigger the use of a specific TA combination.

To achieve this, we rely on insights from learning. Cognitive linguistics is
predicated upon the premise that languages are dynamic systems shaped by
usage in a process that is mediated by general cognitive abilities and functional
considerations. The general cognitive abilities that have received most attention
to date are classification, abstraction and imagination (metaphor, metonymy).
Processes or functions that would enable ‘growing’ a system from use have,
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however, been conspicuously absent from usage-based accounts. In fact,
learning constitutes our very own “elephant in the room”. Learning was exiled
vigorously from the linguistic landscape by Chomsky’s (1959) criticism of Skinner
(1957) and although recent years have seen a resurgence in the interest in
learning (Baayen et al. 2011; Ellis 2006a, 2006b; Ramscar and Yarlett 2007;
Ramscar et al. 2010), learning is still to make a full comeback onto the linguistic
scene (Divjak 2019: 6).

However, the distributional patterns in the input are abundant and “growing” a
system or structure from use requires focusing on the relevant subset, i.e., filtering
out the important information. To achieve this, we rely on the basic principle of
error-correction learning. Error-correction learning is biologically realistic (cf., Chen
et al. 2007; Trimmer et al. 2012) and has previously been used in conjunction with a
cognitive linguistic framework (Milin et al. 2016). We rely on the Rescorla-Wagner
(1972) learning rule, and its implementation as Naïve Discriminative Learning (NDL;
cf., Baayen et al. 2011; Milin et al. 2017a etc.; see Section 2.3. for details). The
Rescorla–Wagner rule defines the change in strength of association (weight) be-
tween a cue (for example, aword or a phrase) and an outcome (which can be aword,
or a linguistic abstraction, an experiential notion, and so on). The change in asso-
ciation can be driven by positive evidence, when both cue and outcome are present,
or by error-correction, when a cue is present, but the outcome is absent (cf., Pearce
and Hall 1980). Thus, the model presents the cues and outcomes as discrete units,
that can be either present or absent; the change in association weights also happens
in discrete time steps. This is conveniently intuitive from a usage-based perspective,
as language corpora ‘naturally’ offer such discrete cue or outcome units (letter pairs
or triplets, words and phrases, annotations etc.), in discrete time steps (as we crawl
through consecutive word sequences, phrases, clauses, sentences).

Using this approach, we aim to explore how much of what language users
know about tense and aspect can be explained by cue-outcome associations be-
tween information that is available in textual input. However, we do not mean to
imply that detecting associations between formal cues and outcomes is all there is
to language learning. Language learners have access to other information than the
formal information available in the speech signal, e.g., information gleaned from
the wider experiential context. The rich, conceptual structure that language users
are assumed to have access to is unlikely to be reducible to learning associations
between formal cues and outcomes in textual input alone, but such associations
maymake a bigger contribution than is currently acknowledged. At the same time,
higher-level knowledge, too, may be learned via associative mechanisms: recent
behavioural research demonstrates that associative learning is a major force
guiding the development of complex human behaviour, including decision mak-
ing and high-level cognitive functions (for an overview see Heyes 2012, 2016). The
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associative process is not as simple or limited as it is often presented to be (cf.,
Rescorla 1988; also see Tolman 1932 for similar points made earlier, and Hanus
2016 for more recent discussions).

Of particular importance for this study are the characteristics of the dynamics of
learning by association. First, the strengthening or weakening of the cue-outcome
association does not happen in isolation: as the number of cues increases, positive
evidencewill become less important, while error-correction ‘steals the show’ (hence
the name ‘error-correction learning’). Therefore, any outcome can be strongly
associated with (or well predicted by) no cue at all, one or a handful of cues, or a
large(r) number of cues. If an outcome’s contingency on one particular cue is such
that the two frequently and exclusively occur together, then their associationweight
will likely become strong and positive. In the case of many cues that co-occur more
or less systematically with a given outcome, the possible associations can become
rather complicated. This is typical of natural languages, which makes them an
exciting challenge for learning theory.

For one, whether these sets of cues are presented to the learning system as
combinations of elements or as configurations is still an important point of debate
within learning theory (see, for example, Ghirlanda 2015; Kokkola et al. 2019;
Pearce 1994; Rescorla 1997; Wagner 2003). More broadly, however, multiple cues
(or their configurations) give rise to a multitude of imperfect contingencies, which
are recognised as crucial for learning and behaviour (Tolman and Brunswick 1935;
Wasserman et al. 1993). The point here is that cues and outcomes often do not or
cannot connect in “simple one-one, univocal (eindeutig) fashion […] and [any] one
type of [cue] is found to be causally connectedwith differing frequencieswithmore
than one kind of [outcome] and vice-versa” (Tolman and Brunswick 1935: 44). This
facilitates the rich dynamics of learning, by the learning system and for the sake of
its successful interaction with the environment (see Rescorla 1988).

Thus, because TAs differ both in their frequency of occurrence and in their
grammatical complexity, this will define the complexity of the cue-outcome con-
nections – never perfect contingencies. And from this we can draw the hypotheses
that these two factors will affect learning: (i) the less frequent the outcome, the
more unlearning it will induce, which will be reflected in weak or even negative
associations with relevant cues; (ii) the more complex the contingencies that the
outcome has, the less important (or informative) the individual cue will be.

2 Methods

To establish towhat extent TA categories relate to experience as captured in usage,
we trained a learning algorithm on a large dataset. After an overview of the English
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TA system and the various forms it comprises (Section 2.1), we present our data and
the method used for the automatic annotation of TA combinations (Section 2.2).
Finally, we present our model, NDL, and discuss how we extended it to include
n-grams as cues (Section 2.3).

2.1 The expression of tense and aspect in English

For the purposes of this study, we consider that there are 12 possible TA combinations
in English, as illustrated in Table 1 (despite the caveats mentioned in Section 1.1).

Note that, for the purposes of computationally modelling unannotated data,
we are restricted to formally expressed properties. For this reason, we use the term
aspect to refer to grammatical aspect, as marked by have + past participle and be
-ing, a combination of both or the simple forms, to the exclusion of lexical aspect
(Bach 1986; Croft 2012; Dowty 1979; Rothstein 2004; Verkuyl 1993). We remain
theoretically agnostic as to whether the future should be considered a tense of
English and consider the futurity marker will as an indication of futurity.

2.2 Data

For training, we relied on data from the British National Corpus (BNC), which
includes approximately 100 million words carefully sampled across functional
styles, including both spoken andwrittenmaterials (Leech 1992). The choice of the
BNCwasmotivated by the fact that it is currently themost exhaustive and balanced
corpus of British English available. The BNC is made up of 90% written data and
10% spoken data, drawn from a total of 4,049 different texts, in 40,000 word
increments. The written texts are drawn from a wide variety of sources, while the
spoken data are transcribed speech recorded in formal and informal settings
(http://www.natcorp.ox.ac.uk/corpus/index.xml?ID=numbers).

The BNC is annotated for part of speech only, and thus tenses are not identi-
fied. Given the limited number of verb tags in the BNC, we developed additional

Table : The  tense-aspect combinations of English investigated in this paper.

Past Present Future

Simple Tonya skated. Tonya skates. Tonya will skate.
Perfect Tonya had skated. Tonya has skated. Tonya will have skated.
Progressive Tonya was skating. Tonya is skating. Tonya will be skating.
Perfect progressive Tonya had been skating. Tonya has been skating. Tonya will have been

skating.
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heuristics (55 in total) to improve the identification of verb forms in a sentence. Our
approach was highly accurate (96.2%) at detecting TA categories as shown by a
comparison with manual tense annotation (by the first-listed author) on a random
sample of 1,000 sentences that contain a single verb. We rely on the ndltenses
Python package by Kwakpovwe (2021) to annotate the data for tense and aspect.

After extracting all sentences from the BNC that contain at least one verb tag,
we automatically labelled all verb forms in each sentence. We removed all sen-
tences that contained fewer than three or more than 60 words (i.e., sentences
below the first percentile or above the 99th percentile), or had a main verb in the
imperative or modified by a modal (other than will, as mentioned above); this
allowed us to focus on the 12 TA combinations. We automatically identified the
lemmas of the verb forms using Python’s Natural Language Toolkit (Bird et al.
2009). We manually checked that verbs with a frequency higher than 10 were
correctly lemmatised and corrected them wherever necessary, as these lemmas
were used later to train our computational model. Words in American English
spelling were automatically converted to British English spelling. All numbers,
punctuation symbols and words that contain non-alphabetical characters were
removed from the sentences.

A sample of the final data set is shown in Table 2. In the table, some of the
sentences are duplicated because we created as many instances of a sentence as
there are verbs in the sentence as our goal is to predict a verb’s TA combination
from its surrounding context.

The distribution of tenses in our final data set is clearly Zipfian, as shown in
Table 3. The bulk of the data is made up of the present simple (46.09%) and the past

Table : Illustration of the format of the final data set. Sentences were extracted from the BNC
corpus along with variables that characterise the verbs within those sentences.

Sentence Tense Verb Form Main Verb Lemma

the difficulties which they met were
formidable and as much political as
scientific

past simple met met meet

the difficulties which they met were
formidable and as much political as
scientific

past simple were were be

no but ian will not have said she will
frighten me

future perfect will have said said say

no but ian will not have said she will
frighten me

future simple will frighten frighten frighten

she gave a tremulous smile past simple gave gave give
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simple (37.62%), with the remaining 10 TA combinationsmaking up between 4.84%
and less than 0.01% of the sample each. Note that we had to exclude all instances of
the future perfect progressive for training as there were only 30 cases in total.

Interestingly, the proportionswe report closely resemble those reported in other
sources. Kramsky (1969) took different samples of three different styles of English—
novels, plays (as proxies for spoken language), and specialized (academic and
technical) texts. He analysed 20,000-word samples from each text and found that
the simple present accounts for more than half of the verbs used in English speech;
that the simple tenses are the top three verb tenses; and that thefivemost commonly
used verb tenses (in his data, the three simple ones plus the present perfect and the
present progressive) total over 95%of usage. The genres differ according to the tense
they prefer: spoken language and specialised texts rely overwhelmingly on the
present tense, but fiction prefers the past tense in over half of all cases. The same
proportions are reported by Biber et al. (1999: 456) on the basis of the 40-million
word Longman Spoken and Written English (LSWE) corpus which contains five
million word samples of the four core registers (conversation, fiction, news, aca-
demic prose): overall, present tense is somewhat more common than past tense but
the distribution of past and present differs considerably across registers with con-
versations and academic prose strongly preferring the present tense, fiction
preferring the past tense and news using both tenses to a similar extent.

It is generally believed that genres also differ according to aspect, and the
progressive aspect is typically thought to bemore common than the simple aspect,
especially in spoken language (Biber 2006). However, Kramsky (1969) reports that

Table : Frequency of tense-aspect labels in our sample.

TA combination Frequency Percentage (%)

Present simple ,, .
Past simple ,, .
Present perfect , .
Future simple , .
Past perfect , .
Present progressive , 

Past progressive , .
Present perfect progressive , .
Future progressive , .
Past perfect progressive , .
Future perfect , .
Future perfect progressive  <.
Total ,, 
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the simple aspect makes up over 85% of usage, across all three genres, followed by
the perfect, the progressive and finally the perfect progressive; our data shows the
exact same trend. Biber et al. (1999: 461) report that the simple aspect is “over-
whelmingly themost common” across all four registers, accounting for about 90%
of all verbs; the perfect makes up between 5 and 10% in all registers, while the
progressive is slightly less common than the perfect; the perfect progressive was
omitted from their study because it occurred in fewer than 0.5% of all cases. Again,
this is very similar to what we see in our data. Römer (2005: 32–33) reviews existing
literature that puts the frequency of the progressive at around 5%; in our sample it
is just under 4%. Biber et al. (1999: 462–463) do report that the progressive is much
more common in American English conversation than in British English conver-
sation, occurring at a ratio of 4:3. However, it would be wrong to think that the
progressive ismore common than the simple. Biber (2006) shows, against a sample
of real data, that the progressive is not the unmarked form in conversation: the
simple is the most frequent form in conversation. However, it is indeed in con-
versation that Biber (2006)finds the progressive to be themost frequent as opposed
to other registers.

2.3 Computational modelling

2.3.1 Naïve discriminative learning

Naïve Discriminative Learning (NDL; Baayen et al. 2011) is an adaptation of the
Rescorla–Wagner learning rule (Rescorla and Wagner 1972) for modelling lan-
guage learning and language comprehension in particular. NDL has been used in
many studies on language (for details see, e.g., Baayen et al. 2011; Chuang and
Harald Baayen 2021; Milin et al. 2017a; Pirrelli et al. 2020; for integration in usage-
based approaches see Milin et al. 2017b; Divjak et al. 2021).

An NDL network basically divides the language inputs into cues and out-
comes. Outcomes are those stimuli whose occurrence needs to be learned from
exposure to input. In language learning, outcomes are typically form units.
Different fromprevious studies, here, outcomes are the verb TA labels, e.g., present
perfect, future simple, etc. (see Table 3). Cues are stimuli that are used to predict
the occurrence of the outcomes and they can be form units or abstract units (cf.
Milin et al. 2017b). The cues used in this study are word n-grams rather than
individualwords or sub-lexical units (letter pairs and triplets). For example, the 2-g
from the sentence ‘John is currently learning Russian’ are ‘john#is’, ‘is#currently’,
‘currently#learning’ and ‘learning#russian’, while the 3-g for this sentence are
‘john#is#currently’, ‘is#currently#learning’ and ‘currently#learning#russian’.
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Given that we are interested in learning which TA combination is appropriate
in a particular sentential context, we lemmatised all verb forms to force the pre-
diction of TA combination. We consider all n-gram cues with n ranging from 1 to 4
to be able to identify the various adverbials that may be distinctive for each TA
combination Therefore, the sentence John is currently learning Russian has as cues
‘john’, ‘currently’, ‘russian’, ‘john#currently’, ‘currently#russian’, ‘john#curren-
tly#russian’, ‘LEARN’ (note here that there are no 4-g cues since there are only
three words in the context, excluding forms belonging to the verb) and as outcome
‘present progressive’. As such, our method combines the lexical focus of a col-
lostructional analysis (Stefanowitsch and Gries 2003) with the contextual scope of
traditional corpus linguistic approaches (Anthony 2013), making it possible – for
the first time – that both foci are combined and applied on a large scale.

Each instance in which cues and outcomes co-occur constitutes a learning
event. In our case, a learning event is one sentence, and there are as many learning
events as there are verbs in a sentence. Note that the input is realistic at the sentence
level, but sentences are considered individually in the input. That is, sentences are
presented to themodel one by one, and did not connect intomeaningful sequences.
Furthermore, as per the design of the BNC, no more than 40,000 words were
extracted from any one source (Leech 1992) and hence the texts that make up the
corpus do not form a coherent narrative. This approach, although standard in
computationalmodelling, of course, impoverishes the input themodel receives, and
hence what can be learned from that input which may affect different TA combi-
nations differently; we will return to this point in the Discussion.

The fourth component of the model is the set of association weights between
cues and outcomes. An association weight is a measure that encodes the tendency
of an outcome (here a TA label) to be triggered by the presence of a particular cue.
The collection of these weights represents the network of linguistic knowledge
specific to the task at hand, as is represented in Figure 2, where ‘w(ci, oj)’ is the
measure of associationbetweena cue (c) andanoutcome (o). To choose anoutcome
(i.e., a TA label) in a given learning event, the model combines the association
weights of all cues that appear in the event and calculates the activation of each
possible outcome—a function that measures how likely each outcome is to be
chosen by the learner given a certain set of cues. Themost activated outcome in the
network is selected by the model.

Note that, even though the input NDL received is not what a child would receive,
this is not necessarily a problem for our account. Overall, the proportions of TA
combinations in language are stable and hence not severely affected by variations in
the type of input the learner receives. Additionally, we learn throughout our lifespan
and hence keep on recalibrating our associationweights. Therefore, ourmodel would
be representative of any adult with experience of a reasonable variety of genres.
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2.3.2 Model implementation

We trained NDL utilising the ndltenses Python package (Kwakpovwe 2021), which
inherits the functionality of the pyndl library, the Python 3.x implementation
(Sering et al. 2017) of the Naive Discrimination Learning computational frame-
work (Baayen et al. 2011). More specifically, we used the 10,000 most frequent
n-grams from each n level, i.e., one, two, three and four word strings (40,000 out
of 99,152,531 possible n-grams). For the verb lemmas, we retained those with a
frequency higher than 10 (4,938 out of 14,723). We therefore had 44,938 cues and
11 outcomes (recall that the future perfect progressive was excluded due to its low
frequency of occurrence in the corpus). Prior to running simulations, we divided
the data into training (90%), validation (5%) and test (5%) sets. The training set,
as the name suggests, was used to train NDL and estimate the weights. The
validation set was used to select the parameter set that maximises accuracy. The
parameters that we tuned were the learning rate (we considered seven values:
0.00001, 0.00005, 0.0001, 0.0005, 0.001, 0.005 and 0.01) and the number of
epochs, i.e., repetitions through the training data set (we considered integer
values between 1 and 10), so we simulated the model with 70 combinations of
parameters in total. The test set was used to assess the accuracy of the model on
data that was never seen by the model.

Figure 2: Illustration of the NDL network. The linguistic knowledge is encoded in the set of
association weights between the cues and outcomes.
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2.3.3 Activation support

Besides activation, another useful measure that can be extracted from NDL and
which can be used to rank the cues/events by how informative they are for
the different outcomes is activation support. This measure can be used to quantify
the evidence derived from NDL supporting an outcome for a given event (or a set
of cues). Activation support is defined as the difference between the activation of
the outcome of interest and the activation of the other outcome, for a binary
classification task:

activation support(outcome|set of  cues)
  = activ(outcome|set of  cues) − activ(other outcome|set of  cues) 1

To allow the use ofmore than two outcomes, as is the case in our task,we adjust the
formulas as follows:

activation support (outcome|set of  cues)
= min

all other outcomes
activ(outcome|set of  cues) − activ(other outcome|set of  cues) 2

In other words, the activation support for an outcome is the (minimal) difference
between the activation of the outcome of interest and the next most strongly
supported outcome. The higher this value, the stronger the activation of the
outcome of interest relative to the other outcomes, and thus, the stronger the
support provided by the present set of cues for the outcome of interest. We also
used the activation support measure to rank the cues by how informative (or
discriminative) they are for each TA; for this, in Eq. (2), ‘set of cues’ is replaced by
the cue to be considered. In essence, if raw weights are an absolute measure of
association between the cue and outcome, association support is a measure of
relative association strength, i.e., relative to other possible outcomes.

3 Results and discussion

In this section we will first discuss the model’s prediction accuracy, overall and
in relation to specific TA combinations (Section 3.1). As we will see, the model
displays the expected frequency effect and is better at predicting themost frequent
TA combinations in the dataset. Next, we will zoom in on the most predictive
cues for a selection of TA combinations and what they tell us about each TA
combination (Section 3.2). Looking at these cues in more detail reveals crucial
differences between the elements that support the learning of various TA
combinations. In Section 3.3., we compare NDL’s performance with data from an

268 Romain et al.



online gap-filling task with native speakers of English who undertook the same
performance task as NDL did.

3.1 Categorising usage instances: NDL’s prediction accuracy

After selecting the best parameters using the grid search procedure described
above (the best parameter values foundwere 0.0001 for the learning rate and 10 for
the number of epochs), we assessed our optimised NDL model by calculating its
overall prediction accuracy on our test set (containing unseen data) along with
its accuracy for each TA combination. The model performed strongly overall,
reaching a test accuracy of 68.0%, which is well above the reference accuracy
thresholds of 9.1% if predictions for each of the 11 categories are made randomly
and of 46.1% if the most frequent TA (present simple) is always predicted. The
accurate predictions, however, mainly pertain to the present simple (86.2%) and
past simple (73.9%), remaining low for the other TA combinations, as can be seen
in Figure 3. For comparison, we ran the model on a balanced dataset (with equal
numbers of instances for each TA), the details are provided in Appendix.

Figure 3: Prediction accuracies of NDL per TA combination. The dashed horizontal line
represents the accuracy level that would be achieved in case of an 11-way choice if predictions
were made randomly.
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The question now is whether the model has learned some useful information
about the complex TA combinations despite its (beneficial) bias towards the two
simple ones (it is beneficial in the sense that the bias captures the real distribution
of TAs in the data as it is experienced by language users). Since themodel struggles
to predict complex TA combinations when only given one option, we assessed the
test accuracy of the three most activated TA combinations for each event (i.e., the
three TAswhose activations are the highest) instead of only themost activated one.
In other words, we checked how frequently the ‘true’ TA is among the top three TAs
that are predicted by themodel based on activations. The accuracy of the top three
predictions reached 93.0%, substantially higher than the reference accuracy
threshold of 27.3% (= 3/11) if the three predictions are made randomly, and also
higher than the accuracy threshold of 88.3% if the three most frequent TA
combinations (present simple, past simple and present perfect) are always
predicted. Crucially, the accuracy was well above chance level across complex TA
combinations, markedly for the past perfect (77.6%), present perfect (74.8%), and
future simple (67.1%), as shown in Figure 4.

Another possible explanation for the model’s observed low accuracy on
complex TA combinations is that many sentences allow the use of more than one

Figure 4: Prediction accuracy for each tense-aspect combination, based on the three most
activated outcomes. The dashed horizontal line represents the accuracy level that would be
achieved if predictions are made randomly.
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TA. Short sentences are particularly prone to this since they have more limited
contexts, they are less likely to constrain the type of TA that can be used, but they
are also less likely to support those TAs that need contextual support. As examples,
consider these two sentences extracted from our data set: “So, how long have you
been waiting?” and “The civil aviation authority has launched an inquiry into the
incident.” At least three TA combinations could fit the context within each of the
two sentences. It is very difficult for our computational model to learn from this
type of unconstrained sentences as they do not contain any cues that could help
discriminate between the TA combinations, and hence they will end up activating
multiple TAs to a similar extent.

3.2 Hierarchies of cues: types and strengths of cues

Now that we have established that our NDL model is able to determine from mere
exposure to usage (and in the proportions encountered in the BNC) what sort of TA
construal is likely, at least for some TA categories,we can examinewhich cues, and
ideally which kinds of cues, guide the model’s choice. To extract the most infor-
mative cues for a given outcome, we ranked the cues based on their activation
support for that outcome. The higher the activation support for an outcome given a
certain cue, the more informative (or predictive) the cue is for that outcome. The
top 20 positive cues for the twomost frequent TAs, present simple and past simple,
are displayed in Table 4 together with the top 20 positive cues for the future simple
(the other simple form) and the present perfect, for comparison with the past
simple. Note that these same cuesmay well occur with other TAs, e.g., the lexemes
listed as cuing present or past simple will be used in other TAs as well. They are,
however, not among the strongest cues for those TAs.

Overall, wenotice that themost informative cues for each TA combination vary
in two ways: (i) their activation support and (ii) their form. For example, Table 4
shows that the activation support for the top 20most predictive cues is between 0.5
and 0.75 for the present simple but only 0.17 and 0.41 for the future simple. Such a
difference is expected on the learning approach outlined above: cue strength (and
similarly activation support) will increase as the frequency and exclusivity of
the cue-outcome relationship increases. When many cues co-occur more or less
systematically with a given outcome, the associations are less decisive. This shows
in the distribution of types of cues between the simpler forms (present simple and
past simple) which rely on local cues and the more complex TA combinations that
are supported by more complex sets of cues (recall configurations in Section 1.3).
This is a general trend for these TAs among the top 500 strongest positive cues. It is
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worth noting, however, that some cues are shared by two ormore TA combinations
but with different activation support.

Cues also differ in their form and different TA combinations are characterised
by different types of strong predictive cues. In Table 4, capital letters signal lexical
cues, i.e., the verb lemmas that occur frequently in these TA combinations. The
other cues are the various n-grams that we identified automatically. A quick look at
Table 4 suffices to notice that the present simple and past simple are mostly
lexically supported whereas the other TA combinations are more contextually
supported. Lexical cues are verb lemmas such as thank, reply and murmur while
contextual cues can be temporal adverbials such as since then or phrases such as it
is hoped. While we will not linger on the semantics associated with each TA
combination, a few remarks on the most informative cues for these TAs are in
order. First of all, the BNC contains mostly written language, which explains the
type of lemmas found in the past simple: that is, verbs for reported speech, e.g.,
reply, say, comment or denoting reactions, e.g., nod, smile, shrug (a similar
observation was made by Biber et al. 1999: 459). These verbs are very commonly
found in fiction, which Biber et al. (1999: 456) report has themost predominant use
of the past. Interestingly, however, fiction makes up only 25% of the BNC’s written
section, while the remaining 75% are composed of informative writings. These
verbs of reporting speech and reaction are also commonly found in news outlets,
where journalists report on different people’s positions. As to the verbs that are
most informative for the present simple, we confirm Biber et al.’s observation that
the verbs that are the most representative of the present (simple) are stative verbs
such as hope, hate or mean (Biber et al. 1999: 459). As mentioned, both the
progressive and perfect take more contextual cues in the form of n-grams. For
example, as shown in Table 4, cues for the perfect are either of a temporal nature:
since then, over the last, or they seem to express some form of telicity, as with the
adverb already found in multiple n-grams (cf. Wulff et al. 2009 for further
discussion of telicity across the progressive and the perfect). Despite their focus on
verbs, Biber et al. (1999: 469–470) do note that the perfect is mostly (70% of the
time) found with time adverbials and/or in dependent clauses. This observation
aligns with our observation about these TAs requiring more contextual support.

The proportion of n-grams and lexical cues (i.e., verb lemmas) within the
top 100 cues (based on activation support) for each TA combination is given in
Figure 5 (a plot based on cue weights is available in Appendix together with the
corresponding version of Table 4).

Figure 5 shows that the simpler the form of the TA, the higher the proportion of
lexical cues and the more complex the TA, the higher the proportion of contextual
cues. This appears to confirm our hypothesis that situations that are conceptually
more complex require more contextual support. We also note that frequency, and
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in particular the Zipfian distribution of the TAs in the input, plays a crucial role
in the cue-outcome dynamics. It becomes clear that TAs that occur less often
than there are verbs in the input are cued by n-grams, whereas TAs that occur
overwhelmingly more often than there are verbs in the input are cued by (their
own) lexemes. This assumption, that verbs must be repeated more often in the
most frequent TAs, is borne out by a tally of types and tokens. Table 5 shows that
frequently used TA combinations such as Present Simple and Past Simple are
instantiated by 3,363 and 3,676 different verb types, respectively, and that those
verb types are repeated many times, yielding 162,421 instances of the Present
Simple and 131,899 instances of the Past Simple.

Another observation that jumps out from Table 4 is that the cues for simple
forms have a much higher activation support than those of more complex
TA combinations. As previously mentioned, more complex TAs have more
contextually distributed cues (configurations), but a larger number of cues makes
it harder for any cue to develop a strong relationshipwith the outcome. As is visible
from Table 6, which presents the combined weights and activation support for the
top 100 most predictive positive cues for each TA combination, we find that
combinations in the simple form, which are morphologically less complex, tend to

Figure 5: Distribution of each cue type (contextual versus lexical) in the top 100 cues for each
tense-aspect combination.
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be more strongly activated. Note that the future simple is in the same range as its
morphologically complex equivalents, the presents and pasts perfect and pro-
gressive. At the bottom of the table, there are the most complex combinations: the
futures other than simple and the perfect progressives. It seems that there is a
correlation between the strength of the cues and the type of experience: TAs which
describe situations/events that are known or certain (such as present and past), or
that express a simple temporal relation (such as the simple) are more strongly
supported.

Table : Tally of types and tokens per TA combination as attested in our training sample.

TYPE TOKEN Token/type Type/token

Present simple , , . .
Past simple , , . .
Present perfect , , . .
Future simple , , . .
Past perfect , , . .
Present progressive , , . .
Past progressive , , . .
Present perfect progressive   . .
Future progressive   . .
Past perfect progressive   . .
Future perfect   . .

Table : The sum of activation support and weights for the top most predictive positive cues
for each TA combination.

TA Sum of activation support Sum of weights

Present simple . .
Past simple . .
Present perfect . .
Future simple . .
Past perfect . .
Present progressive . .
Past progressive . .
Present perfect progressive . .
Future perfect . .
Future progressive . .
Past perfect progressive . .
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3.3 The human yard stick: is NDL’s performance human-like?

On the assumption that categories can only be cognitively realistic if they are
learnable from exposure to usage, we set out to establish how well each TA can be
learned from exposure to usage alone. Therefore, in the final step, we probe the
similarity between NDL’s predictions and characteristics of what was actually
learned, on the one hand, with native (and naive) speakers’ performance, on the
other hand.We ran an online survey using data from our testing dataset so that we
could test the model and the language users on the exact same sentences (for
attempts similar in spirit, see Divjak et al. 2016a; Milin et al. 2016). Note that this
comparison does not assume that language users develop their TA knowledge
based on isolated sentences; instead, the comparison tests which TA combination
language users would select based on the information provided in an isolated
sentence, and how that choice compares to what NDL would predict would be
chosen.

A total of 65 participants took our survey. They were all native speakers of
English and represented a total of six varieties of English distributed as follows: 29
speakers of British English, 19 speakers of Irish English, 12 speakers of American
English, three speakers of Australian English, 1 speaker of Canadian English and 1
speaker of New Zealand English. Participants were shown twenty-five sentences
and were asked to choose the best TA combination from a total of five. First, we
chose sentences of moderate length. These sentences were divided into four cat-
egories based on NDL’s predictions and how they matched the expected outcome:
five sentences where NDL’s first prediction was a match, five where its second
prediction was a match, five where the third prediction was a match. Finally, the
last 10 sentences were chosen from instances where NDL did not predict the
expected outcome. For all sentences where NDL predicted the expected outcome,
we gave participants NDL’s top three predictions and two fillers. For sentences for
which NDL did not predict the expected outcome, we replaced one of the fillers
with the actual outcome.

Overall, a slight majority of respondents preferred the actual TA label as
attested in the corpus (60%). The results of this survey are presented in Table 7,
where columns correspond to the respondents’ choices and rows to NDL’s
prediction accuracy, for example 35.4% of respondents chose NDL’s first choice
when NDL’s accurate prediction was its second (first column, second row). Table 7
shows that most participants (81.2%) retrieved the actual TA label when NDL did
too, while participants were more likely to prefer another TA label when NDL
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made a different first prediction, as illustrated in the bottom three rows of Table 7.
Participants’ responses were thus more varied when NDL’s first prediction was not
the original TA combination. Disagreement among speakers as to which TA
combination is the most appropriate when the sentence context is ambiguousmay
well illustrate the speakers’ choice of scope: given the limited context, they will
pick whichever immediate and maximal scope fits best. Our algorithm may be
biologically and psychologically plausible, it is, however, not human and as such,
it can only take into account what it has access to. In this case, the algorithm was
providedwith sentences. Aswenoted in Section 1.1, humanminds have a variety of
construal operations at their disposal that allow them to choose how they present a
situation or event. Such choices are typically supported by the context, and very
often this context exceeds the sentence boundaries. For now, this is not informa-
tion our algorithm has access to.

To explore the link between participants’ choices and our NDL model further,
we probedwhether ameasure like activation support can directly explain (some of
the) variability in participants’ proportions of choices. We hypothesise that larger
values of activation support for an outcome will be associated with a higher
likelihood of users selecting that outcome (i.e., a higher level of agreement be-
tween participants for selecting that outcome). Therefore, we ran a linear regres-
sion model in R (R-Core-Team 2013) that predicts proportions of choices of TAs
(logit-transformed) based on their activation support in the examples that par-
ticipants encountered in the survey. As expected, the higher the activation support
for a TA, the higher the proportion of participants that selected that TA (β = 1.68,
p = 0.002, 95% CI = [0.62, 2.74]). This suggests that the strongest cues as identified
by our model match those used by speakers.

Table : A comparison of NDL’s predictions and native speakers’ choices. Cases where speakers’
choices match those attested in the corpus are highlighted in bold.

Respondents’ choiceNDL’s prediction

NDL’s first
prediction

NDL’s second
prediction

NDL’s third
prediction

Fourth
option

Fifth
option

First prediction correct .% % % .% %
Second prediction correct .% .% % .% .%
Third prediction correct .% .% .% .% .%
No correct prediction .% .% .% .% .%
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4 General discussion

Overall, training a biologically plausible learning algorithm has shown that
TA categories can indeed be learned from exposure: our model’s success is an
attestation of this, with a 68% prediction accuracy even on the most stringent
assessment. This success mirrors the distribution of TA categories across our
dataset. We observe a typical Zipfian distribution in the input: the bulk of the
data is made up of instances of the present simple and past simple (about 84%
combined). In what follows, we will discuss how these results emerge from a
system that is steeped in experience and organised along a number of cognitive
and functional principles, and what these findings entail for the cognitive theories
of tense and aspect.

The “simple” TA combinations, simple present and simple past, are arguably
simpler than the other TA combinations in two ways. They are not only formally
simpler, but also conceptually simpler: they usually encode situations where
the relation between speech time, reference time and event time is rather
straightforward (but seeHirtle [1988] for a discussion of the semantics of the simple
form). Besides being formally and conceptually simpler, the present simple and
past simple are also experientially central: they occupy a central position in
Langacker’s elaborated epistemic model. They are used to depict events that are
part of speakers’ immediate or known reality—or that are construed as such. They
are thus more directly experienced, which makes them cognitively more readily
available to speakers, and hencemore frequently used. The other TA combinations
are more complex, both formally and conceptually and this affects their frequency
of use. From a cognitive perspective, this is not surprising: the working memory
load that the sequencing of temporal components imposes is significant (Oakhill
2020). In addition, the future has not yet been experienced and is part of a possible
non-reality. It is thus experientially inaccessible and epistemically distant.

This discrepancy as to whether the event is construed as being part of a
speaker’s immediate or known reality or not, and its related conceptual
simplicity, also shows in the cues that are the most predictive for these TA
combinations: the present simple and past simple, which refer to events that
have been experienced, rely nearly exclusively on lexical support. To the
contrary, the reliance of the future simple on contextual support indicates the
lack of immediate experience of the event and the need to place the event in a
potentially dependent and/or uncertain context. Qualitatively, we also find that
these contextual cues are indicative of uncertainty: among the most predictive
cues for the future are n-grams such as it is hoped, hopefully and if- phrases. As for
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complex TA combinations, we see that the kind of experience they denote also
plays a role as to the types of cues that are the most predictive for these TA
combinations. This difference shows qualitatively: while the n-gram cues for
the perfect are temporal adverbs (cf. Table 4), the n-grams that are the most
predictive for the progressive appear to be more situational: e.g., we#about,
are#not#you, understand#what and know#what#you.

The formal and conceptual simplicity of the present simple and past simple
explains their frequency: because they are more immediately experienced, these
temporal arrangements are easier to conceptualise and talk about. The cognitive
load that complex TA combinations bring out can be illustrated with an example
taken from our dataset. Compare the following two sequences, where (2) is the
original sentence and (1) has been created to express the same events with simple
forms only:

(1) The officers tried to stem the flow of blood. The paramedics arrived and took
over.

(2) Paramedics were at the scene in 4 min of the emergency call and took over from
officers who had been trying to stem the flow of blood.

The first sequence (1) is straightforward and depicts events chronologically and
simply. The second sequence (2), on the other hand, organizes the events as they
are construed by the speaker, with a focus on the paramedics, which places the
officers in the background and requires the use of a complex TA combination: the
past perfect progressive.

Recall that if an outcome’s contingency on one particular cue is such that the
two frequently and exclusively occur together, then their association weight
will likely become strong and positive. In the case of many cues that differ with
respect to how systematically they co-occur with a given outcome, we end up
with imperfect contingencies. The reason why lexical cues can come out strong
for simple TAs lies in the difference in the frequency of use between simple and
complex TAs: because simple TA combinations are used more often, the verbs
they are used with have to be repeated (recall here the tallies presented in
Table 5).

Given that our account depends on the frequencywithwhich the TAs occur in
the input to which it is exposed, the question might arise to what extent our
overall findings would change with different input frequencies. Children, for
example, learn for many years from conversational language, while L2 learners
may long be predominantly exposed to textbook language before being exposed
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to other genres. However, in a usage-based approach to language, language
users continue to adapt their linguistic knowledge to the input they receive
throughout their lifespan. By the time they reach adulthood, many will have
accumulated an experience that resembles what we found in the corpus as
different studies have found that the proportions of TA combinations appear
surprisingly stable across large samples of data and across registers (as reported
above in Section 2.2).

However, learning is typically gradual and evolves over time and the fact that
a given linguistic abstraction, such as a TA combination, is stable in the long-run
and cross-sectionally, says very little about the dynamics that are triggered by
the order of exposure. For example, a given TA combination might be highly
probable in a particular context in the long run, but if it is introduced later than a
competitor TA combination, the later used combination will likely suffer from a
blocking effect – from being associated with that given context by the earlier
used combination, as the general learning principle teaches us (cf., Kamin
1969; Rescorla and Wagner 1972). This might affect L1s who are not exposed to
the range of TAs through reading, and L2s who do not venture beyond their
textbooks. Furthermore, if we take the reasonable assumption that the more
complex the TA combination, the more imperfect contingencies might incur (viz.
Tolman and Brunswick 1935), the learning dynamics will become increasingly
more complex (Beckner et al. 2009; Ellis 2016). This is where our learning-from-
usage approach becomes particularly informative.

All in all, everything conspires for us to learn these simple TAs really easily:
they are conceptually simple, which makes them frequent. This, in turn, brings
out the lexical cues as distinctive for these TA combinations: lexical cues are
localised and hence easy to spot (cf. Table 4). In line with previous research, we
thus find that the input is distributed in such a way that it makes certain things
easier to learn (Wulff et al. 2009; Boyd and Goldberg 2009, inter alia). But we also
find that this same distribution makes other things harder to learn. Other TA
combinations such as the future simple and the perfects and progressives are
used to describe conceptually more complex temporal arrangements. These
arrangements are cognitively more demanding to conceptualise and require
more complex linguistic expressions. These complexities make them less
frequent. Because of the limited repetition, they do not exhaust the lexical cues,
hence n-grams remain the more stable and more often repeated elements. Yet,
different from lexical cues, n-grams are diffuse, and therefore more difficult to
detect. Together, these factors explain why complex TAs are more difficult to
learn. In other words, the observed learnability effects are the work of more than

280 Romain et al.



frequency alone: conceptual complexity drives frequency of occurrence, which
in turn affects the types of cues that support a specific TA combination. It would
not be surprising, then, to see the simple aspect take on an even larger share over
time since forces appear to be conspiring to push complexity out, especially if
there is a simpler form to rely on. Biber et al. (1999: 463), for example, report that
American English appears as the most “advanced” variety in their corpus, as the
trend-setter, so to speak. They noted that American English (already?) uses the
simple past where British English relies on the present perfect.

5 Conclusions

Sinclair famously declared that language looks very different when you look
at a lot of it at once (Sinclair 1991: 100). The English tense-aspect system is
no exception. Using English as our case study, we examined how language
supports the expression of temporality within sentence boundaries. We trained
our psychologically plausible learning algorithm that mimics how humans learn
from exposure on n-grams extracted from the BNC to select the TA combination
that fits the context best. Our findings are by and large in line with what
corpus grammarians have proposed: the same lexical and contextual preferences
were observed. Yet, the much larger scale of our study, which ran on the entire
BNC (minus a very small number of sentences, cf. Section 2.2), revealed the
existence of two different sub-systems within the set of TA combinations: a
“simplex” one that is supported lexically, and a “complex” one that is supported
contextually. Taking a cognitive linguistic, experiential view on language, and
considering languages and our knowledge of them a product of our interaction
with the world, allowed us to explore what the use of different tense and aspect
combinations reveals about the interaction between our experience of time, and
the cognitive demands that talking about time puts on the language user.

We have argued that the observed bifurcation between a simplex and a
complex system follows from the cognitive complexity of the conceptualisation
of the associated temporal event, which affects their frequency of use. Our data
shows that the need for contextual support increases when the temporal events
expressed are temporally distant, epistemically uncertain or cognitively complex
to construe. The more straightforward the relation between time of speech and
time of the event (and thus the simpler the construal of the event), the simpler the
form and its support: past and present simple are simple forms that are lexically
supported. Temporal immediacy and epistemic certainty resonate in the verb
form and the need for contextual backup. This relation is not direct, but mediated
by frequency: complexity and frequency, jointly, affect learnability and the types
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of cues that emerge as informative. The existence of a system, steeped in human
experience and sculpted by the blade of cognition, provides an elegant account
of how the English TA system is learned without reverting to item-by-item
memorisation and storage of lexical and contextual preferences (cf. Divjak et al.
2021).

The finding that the simplex TA combinations, which are the most frequent
TA combinations, are essentially lexical in nature and that the more complex TA
combinations typically require contextual support necessitates a rethink of tense
and aspect as grammatical categories. Instead of a separation of tense and aspect
as such, it appears that the distinction lies in a simplex versus complex paradigm
that emerges from the interaction of language use and language cognition,
learning in particular. This insight paves the way for new approaches to tense
and aspect, across the range of areas that have shown an interest in tense
and aspect, and which run the gamut from the multimodal expression of TA
categories (cf. Parrill et al. 2013) to the teaching of TA categories to foreign
language learners.
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Appendix

Appendix A: Simulations on a balanced dataset

Since our dataset was skewed towards the present simple and past simple, we
decided to run our model on a balanced dataset. This dataset was reduced to TA
combinations that occur at least 100,000 times in the BNC. The simulations run on
the balanced dataset (which contains equal numbers of examples for each TA
combination) confirm that the skew in the distribution of TA combinations has
most likely caused the low accuracy for TAs other than the present simple and past
simple that we describe in Section 3.1 of the paper. That is, the TA combinations
that we referred to as complex TAs in Section 1.3 are better predicted in a balanced
dataset, as illustrated in Figure A1 below.

Figure A1: Prediction accuracies of NDL per TA combination on a balanced dataset.
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Figure A1 shows that complex TA combinations are better predicted in a
balanced dataset. However, this balanced dataset does not do justice to the type
of exposure speakers get. Speakers usually encounter TA combinations in the
frequencies we, and others have described where the simple forms are the most
frequent regardless of genre (cf. Section 2.2).

Appendix B: Cue weights versus activation support

Figure A2 and Table A1 represent prediction accuracies in terms of association
weights. In the main paper, predictions are discussed in terms of activation sup-
port (cf. Section 2.3.3), our preferred measure of the relative strength, which
magnifies the separation between two types of cues: lexical versus contextual.
While this separation is still present (i.e., the amount of lexical support for the
present simple and past simple, on the one hand, and the other TAs on the other
hand), with the raw association weights, the absolute measure, the separation is
more graded and forms a cline.
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