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Abstract—Social media platforms allow users to share
thoughts, experiences, and beliefs. These platforms represent a
rich resource for natural language processing techniques to make
inferences in the context of cognitive psychology. Some inaccurate
and biased thinking patterns are defined as cognitive distortions.
Detecting these distortions helps users restructure how to perceive
thoughts in a healthier way. This paper proposed a machine
learning-based approach to improve cognitive distortions’ classi-
fication of the Arabic content over Twitter. One of the challenges
that face this task is the text shortness, which results in a sparsity
of co-occurrence patterns and a lack of context information
(semantic features). The proposed approach enriches text rep-
resentation by defining the latent topics within tweets. Although
classification is a supervised learning concept, the enrichment
step uses unsupervised learning. The proposed algorithm utilizes
a transformer-based topic modeling (BERTopic). It employs
two types of document representations and performs averaging
and concatenation to produce contextual topic embeddings. A
comparative analysis of F1-score, precision, recall, and accuracy
is presented. The experimental results demonstrate that our
enriched representation outperformed the baseline models by
different rates. These encouraging results suggest that using latent
topic distribution, obtained from the BERTopic technique, can
improve the classifier’s ability to distinguish between different
CD categories.
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machine learning; social media; supervised learning; unsupervised
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I. INTRODUCTION

Researchers attempt to understand the psychological well-
being of users by analyzing the published social media content
[1], [2]. This content may hold negative, and inaccurate con-
clusions called cognitive distortions (CDs). Research showed
that CDs could be detected in social media [3]. In cognitive
psychology, CDs are biased perspectives, patterns, and beliefs
that have been reinforced over the years [4]. Usually, individu-
als diagnosed with depression express higher levels of distorted
thinking than others [5], which affect the content they share.

Moreover, CDs can lead to poor behavior and chronic anxi-
ety and are related to symptoms of depression [6]. Examples of
these categories are overgeneralization, emotional reasoning,
and catastrophizing. Until being diagnosed, a CD can be so
problematic to change. Machine learning (ML) and natural
language processing (NLP) can improve mental health care by
defining CDs within a text. Classifying CDs can be beneficial
to the therapy process in two ways. It helps in replacing these
inaccurate thoughts and evaluating the improvement over time.

While many previous works with CDs showed promising
results with detecting CD, they faced disappointing results
with the multi-class CD classification [7], [4], [8]. This work
aims to improve the classification task by dealing with the
text shortness problem. In general, many classification tasks
working with short text fails to achieve high performance
according to the sparse representation of the textual data [9],
[10], [11]. Extra contextual information can be deployed to
overcome the sparse representation and make the data more
related, comprehensively expressed, and expand the efficiency
of classifiers to handle unseen data.

Contextual topic modeling (TM) can provide extra latent
information and identify semantically similar groups in the cor-
pus. The topic-based embeddings can learn global semantics
from the entire corpus [12], which provides the features with
an opportunity to become more representative.

Also, while analyzing textual cognitive distortions, we
noticed that individuals mostly use a common CD when
expressing their thoughts about a specific topic or domain. For
example, catastrophizing is highly related to relations, self-
image terms, and academic achievement. General terms like
life, humans, country and government are mostly related to
over-generalizing and labeling. This observation encouraged
us to utilize TM as extra contextual information in CD classi-
fication.

The TM algorithm used in this work is a transformer-
based algorithm that utilizes the pre-trained knowledge in
the modeling process to provide a topic distribution. So,
our primary contribution in this paper is using the state-
of-the-art transformer-based TM algorithm to enrich the CD
representations and improve its classification task by exploring
potential semantically meaningful categories in the data.

The remainder of the paper is structured as follows. In
Section II, a summary of related work is presented. Section
III overviews some background. Section IV presents the design
and methodology used in the research, while the experimental
results are analyzed in Section V. Finally, Section VI discuss
conclusions.

II. RELATED WORK

The proposed approach utilizes the TM algorithm to over-
come the shortness of social media text to improve CD
classifications. Accordingly, this research is related to three
main topics; CD classification, short text classification, and
TM in text classification.
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TABLE I. A SUMMARIZED SAMPLE OF CD-RELATED STUDIES

Ref. Strength Weakness
[4] Using a representative dataset collected from multiple resources;

crowdsourcing volunteers, mental health patients, and online
therapy programs.

Authors reported F-score equal to 0.45, but the trained model cannot
predict 7 out of 15 distortions.

[7] • Detecting and classifying CD from patient-therapist interac-
tions.
• Used a publicly available dataset called: Therapist Q&A,
obtained from the Kaggle data science repository.
• Represent text using different types of linguistic features.

• Poor inter-annotator agreement.
• Unclear distinction between different distortions.
• Misclassification according to the presence of multiple types of
distortions in a single text.
• Detection of CD type fails to yield good results. Weighted F1-
score did not score more than 0.30.

[13] The proposed technology determines whether or not the input
statement includes cognitive distortions (binary classification).
When detecting distortion in a statement, the approach uses
”cognitive restructuring” to reframe the statement to repair the
distortion.

• Authors did not utilize ML methods. Participants were asked to
classify statements as distorted or undistorted.
• The study only evaluates the empathy represented in structured
and unstructured responses.

[14] • Uses a large scale of real-world materials from daily narration
and diaries from books and web pages in the cognitive-behavioral
therapy domain.
• Utilizing deep learning techniques like word2vec and CNN.

• The dataset is not available publicly.
• The approach was described without experimental results or
evaluation techniques.

[8] Proved the possibility of detecting cognitive distortions (binary
classification) automatically from personal blogs with relatively
good accuracy (73.0%).

Experiments showed a poor performance in multi-class classifica-
tion, which was justified by the limited size of individual posts and
the overall dataset.

Researchers applied ML and NLP to look for mental
health and cognitive psychology inferences. Many attempts
were made to detect and classify a defined set of cognitive
distortions in the English language. Table I summarizes a
sample of this studies and describes the related advantages and
limitations. Most of the proposed work in Table I couldn’t clas-
sify CD efficiently. Besides, datasets were collected from dif-
ferent resources, and most of them are not publicly available.
The proposed approach creates a dataset by crawling social
media to overcome this constraint. Also, we utilized the pre-
trained bidirectional encoder representations from transformers
(BERT) model to improve classification performance.

The limited number of words in tweets leads to sparse co-
occurrence patterns, making the classification task more chal-
lenging. To tackle the feature sparseness, works in the literature
choose between two main approaches; either represent texts in
a lower-dimensional space [9] or add external, implicit, and
valuable information to enhance the data representation on
the feature space [10], [11]. The second method works on
enriching the representation of a short text using additional
knowledge or semantics [15]. These semantics could be de-
rived internally [16], or from an external resource, such as
a collection of longer documents in a similar domain, or a
huge resource such as Wikipedia and WordNet [16], [17], [18].
While the mentioned approaches require additional datasets to
enrich the text representation, the proposed approach analyzes
the topic distribution within the same dataset.

TM methods have been used to improve text classifica-
tion in the literature. Anantharaman et al. [19] surveyed a
set of TM algorithms for classifying short text and large
text (document). Results suggested that the latent semantic
analysis method (LSA) is the best for short text classification
tasks, while latent dirichlet allocation (LDA) performs better
on document classification. In addition, Albalawi et al. [20]
investigated TM methods by comparing five frequently used
methods. Methods were applied to short textual social data to
show their capabilities in defining key and meaningful topics.
Their study indicates that TM can overcome the noisy data
contained in a short text. Also, an efficient application by
Phan et al. [21] classified short medical text by exploiting the

hidden topics in large-scale data collections (Wikipedia and
MEDLINE datasets).

Furthermore, Dai et al. [22] extended the bag-of-words
representation and introduced a new feature space by using
a hierarchical clustering algorithm. Yajian et al. [23] worked
on extending the short text to a reasonably long one. In their
approach, weighted synonyms and related words are generated
for every word by the Word2vec and LDA model.

Most proposed approaches use traditional TM algorithms,
such as LDA, a word co-occurrence-based method that only
works efficiently with long text. However, the previous meth-
ods improved the classification results to some extent but still
leave considerable space for improvement.

The proposed approach considers the shortness of social
media text in CD classification, which (to the best of our
knowledge) is not explored in the literature. The novelty of
this approach is based on employing a BERT-based model
(BERTopic) for the TM, which provides a better contextual
representation. The BERTopic model was employed previously
for Arabic text modeling in [24]. It showed a better perfor-
mance than non-negative matrix factorization (NMF) and LDA.

III. BACKGROUND

A. Cognitive Distortions

Social media textual content represents a rich resource for
natural language processing techniques to make inferences in
cognitive psychology. Machine learning approaches can be
applied to learn the distorted thinking patterns to perform CD
detection and classification. Table II shows the five considered
CDs used in this work.

B. Term Frequency-Inverse Document Frequency

One of the weighting methods for feature-based repre-
sentation is term frequency-inverse document frequency (TF-
IDF). It provides a weight for each word. A TF-IDF value is
determined by the relative frequency of a word in a specific
text and the inverse proportion of the word over the entire
corpus, which reflects how relevant a word is to a particular
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TABLE II. COGNITIVE DISTORTION AND THEIR DEFINITIONS

Cognitive distortion Definition
Inflexibility ”Having rigid beliefs about how things

or people must or ought to be [25].
Over-generalizing Creation negative conclusions without

full evidence [5].
Labeling To describe self or others negatively

without giving credit to counterevidence
[25].

Emotional
reasoning

Depend on feelings as a source of facts
[5].

Catastrophizing Enlarging negative statements or events
into disasters [25].

text. The TF-IDF is given by the equation 1. Where the weight
of the word i in the text (document) j is wij. N is the number
of documents, and tfij is the frequency of the word i in the
document j, and dfi is the number of documents that contain
the word i [26].

Wij = tfij ∗ log
N

dfi
(1)

C. Topic Modeling with BERT

Topic modeling (TM) is an analytical unsupervised learning
model that discovers topics distribution in a corpus. In this
context, a topic can be defined as a repeated pattern of terms
[27]. Mainly, the TM algorithm provides two distributions;
document-topic and topic-term.

Recently, a transformer-based algorithm was deployed for
TM called BERTopic [28]. The algorithm uses three primary
phases to produce a topic’s distribution for a set of documents.
First, it creates sentence embedding. Second, it creates clus-
ters of semantically similar sentences. The last step includes
creating topic representation with c-TF-IDF. Each step will be
elaborated on in the methodology section.

The usual TF-IDF equation defines the importance of a
word between different documents. Differently, the class-based
TF-IDF (c-TF-IDF) [28] defines the importance of a word
within a class (topic). It treats all documents in a single class
as a single document. Equation (2) finds the c-TF-IDF of each
word, where Wic is the weight of word i in class c. The
frequency of word i in class c is tfic. A is the average number
of a word per class, and fi is the frequency of word i across
all classes.

Wic = tfic × log(1 +
A

fi
) (2)

Essentially, the BERTopic technique utilized two Algo-
rithms; UMAP and HDBSCAN. Uniform manifold approxi-
mation and projection (UMAP) [29] is an algorithm for non-
linear dimension reduction that combines manifold learning
and topological data analysis. The algorithm optimizes a low-
dimensional graph to be structurally similar to the original
graph. While HDBSCAN algorithm [30] is a hierarchical
clustering algorithm that stands for hierarchical density-based
spatial clustering of applications with noise. The algorithm first
transforms the space according to the density or sparsity of the
data to provide a distance-weighted graph, and then it creates
the minimum spanning tree for this graph. The algorithm also
represents the connected components by a cluster hierarchy

then condenses them based on the minimum cluster size
parameter. Finally, it extracts clusters from the condensed tree.

IV. METHODOLOGY

In general, usual text mining methods have some limita-
tions in classifying short texts. The limitations are related to the
sparsity of co-occurrence patterns in short texts, and the lack
of context information (semantic features) [31]. A common
method to overcome these limitations is to enrich the texts
with additional information to make data more related and
extend the classifiers’ coverage to perform better in future data
[21]. The additional information can be directly attached to the
textual representation. After that, the standard classification is
performed.

The proposed approach in this paper contains two phases;
the enrichment phase and the classification phase. Two main
steps are performed in the enrichment phase; the first step
is acquiring the additional information, while the second step
combines them with the original data representation.

In this work, the additional information source is the
output of a TM algorithm (described briefly in the background
section). The algorithm generates probability distributions of
the hidden topics in the corpus. BERTopic [28] is used as a TM
technique, where it takes advantage of BERT embeddings. The
BERTopic technique produces the distribution of topics within
a document d. Later, this distribution (BERTopic (docd)) is
combined with text embedding.

Fig. 1 shows an overview of the proposed approach that
uses BERTopic processes to enrich the document representa-
tion with the hidden topic distribution. The following steps
summarize the BERTopic processes:

1) Generate embeddings for tweets to provide
numerical vector representations, where each tweet
is considered a single document. This step is based
on a pre-trained deep bidirectional transformer. This
type of embedding is very powerful for language
understanding and can capture the semantic relations
between words.

2) Reduce the dimensionality of the embedding vectors
to create a lower-dimensional embedding of tweets
by using the UMAP algorithm [29]. The algorithm
preserves the local and global structure in lower
dimensionality. Cosine-similarity is used as a
distance metric to measure distances between data
points.

3) Perform clustering using HDBSCAN [30] to find
highly similar text in the semantic space that
produces a single topic. Defining the number of
topics in this stage is a crucial decision. It is
supposed to be reasonable and compatible with the
dataset size and topics-related words. The generated
topics can be too fine-grained, which results in
a massive number of topics. Also, it can dismiss
important details by defining a small number of
clusters. In BERTopic, the algorithm infers the
ideal number from the data itself. This step applies
iterative merging for the most similar topics. Cosine
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Fig. 1. A Graphical Representation of the TM Enrichment Approach for CD
Classification.

similarity between c-TF-IDF vectors is utilized in
this process.

4) Define the essential words in a topic according to the
c-TF-IDF equation. Words with a high score are more
representative of the topic. Accordingly, every tweet
is related to a set of topics with different probabilities.
In this step, BERTopic generates a topic distribution
vector for each tweet, Pr(topic | tweet). A graphical
representation map for this process is shown in Fig.
2.

The previous processes produce topic distribution for each
document as BERTopic (docd). Then, the distribution is used
in Algorithm 1 to produce the final contextual topic embedding
(CTE) for each document. Mainly, the algorithm uses two
types of document representations; topic distribution and word
embedding. Then, it performs averaging and concatenation.
The nested for (line 2-4) creates word embeddings for each
word in a document d using the word2vec model, while
line 5 constructs document embeddings. All word vectors in
document d are averaged to produce a single vector in the
same embedding space.

Combining BERTopic distribution and word2vec represen-
tation keeps the semantic information and creates contextual
topic representation. The topic representation and the word
embedding are composed in line 6 to produce CTE for a given
document (d), where ⊕ represents the arithmetic concatenation
operator. We use ”featureUnion” function 1 in Python to

1https://scikit-learn.org/stable/modules/generated/sklearn.pipeline.
FeatureUnion.html

perform the concatenation.

Algorithm 1: Generate Contextual Topic Embedding
input : M : Maximum sequence of words,

D: Number of documents,
docd = {w1, ...., wM}.
BERTopic (docd)

output: CTE(docd)
1 for d ∈ {1, ..., D} do
2 for n ∈ {1, ...,M} do
3 Embedding(wdn)= word2vec(wdn)
4 end
5 Embedding(docd)= Avg(

Embedding(wd1),...,Embedding(wdm))
6 CTE(docd)=Embedding(docd)⊕ BERTopic (docd)
7 end

The next step is feeding the enriched representation
CTE(docd) to different classifiers and evaluating the results.
Because this approach uses hidden topic knowledge of the
corpus as the primary source of enrichment, its effectiveness
is corpus-dependent.

V. EXPERIMENTAL RESULTS AND DISCUSSION

The dataset was collected by crawling Twitter data. First,
a translated version of the cognitive distortion scale [32] was
utilized. Volunteers were asked to express distorted thoughts
they had. The initial responses were used to define a keyword
list for each category. Keywords were defined as the top
frequent and influential words in the responses. For example,
one of the CD patterns is inflexibility. The related seed words
were: ( 	

�ðQ
	
®Ó / I. k. @ð / YK. B / I. m.

�'

 / Ð 	PB

	
�Q��

	
®ÖÏ @ / Õ

�
æm×), which mean: (obligatory / must / must /

obligatory / obligatory / unavoidable / supposed) respectively.
The defined seed words were used for crawling Twitter by
streaming API in June 2021.

Tweets were labeled by two reliable annotators who work
in the psychotherapy domain. The annotators labeled the data
independently of one another. Inter annotator agreement (IAA)
was calculated to evaluate the annotation quality. Cohen’s
kappa coefficient between annotators was 0.817, which indi-
cates an almost perfect agreement according to Kappa’s inter-
pretations [33]. We only considered texts that both annotators
labeled with the same label (9250).

We excluded the noise usually found in a social media
text. The preprocessing operation included removing Arabic
diacritics, Arabic and English punctuations, stop words, emo-
jis, and non-Arabic characters. Also, The Arabic letters were
normalized, where we replaced letters with different shapes
with one of its defined shapes. ”Alef” (

�
@ , @


,

@ ) into @, and ” Ta

Marbouta” ( �è) into ( è). In addition, we removed tweets-related
noise like users’ mentions, usernames, hashtags, and Twitter
handles (@user), RT, <>. The last stage in the preprocessing
is stemming, which removes any suffixes, prefixes, or infixes
from words. This step reduces the derived or inflected words
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Fig. 2. A Graphical Representation for Generating Topic Distribution Vectors.

Fig. 3. Bar Charts for Top c-TF-IDF Scores in Six Topics.
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TABLE III. A PERFORMANCE COMPARISON OF MULTIPLE CLASSIFIERS, USING BOTH WORD2VEC AND THE ENRICHED FEATURES (CTE)

Word2vec Enriched Representation (CTE)
Model F1-score Accuracy Precision Recall F1-score Accuracy Precision Recall
DT 0.6329 0.6329 1 0.6333 0.9667 0.9667 0.9667 0.9667
SVM 0.9273 0.9274 1 0.9268 0.9792 0.9792 0.9792 0.9792
RF 0.8372 0.8632 1 0.8644 0.9004 0.9004 0.9004 0.9004
KNN 0.7701 0.7714 1 0.7911 0.8640 0.8641 1 0.8641
XGBoost 0.8789 0.8782 1 0.8797 0.9823 0.9823 0.9823 0.9823
Bagging 0.7760 0.7798 1 0.7771 0.9710 0.9709 0.9709 0.9709
Stacking 0.9280 0.9297 1 0.9270 0.9710 0.9813 0.9710 0.9710

Fig. 4. F1-score Comparison between Classifiers that used Word2vec only and Classifiers that Utilized the Enriched Features (CTE).

into their related stems and relates all the variations into one
stem. We used Tashaphyne2, an Arabic light stemmer tool.

All experiments were applied by splitting data randomly
into 75% (6,940 tweets) for training and 25% (2,310 tweets)
for testing. Ten runs were performed for each experiment, and
we reported the average results to overcome the performance
variation problem. We used the NVIDIA Tesla K80 GPU
provided on the Google colaboratory notebook.

The word2vec representation and BERTopic [28] algorithm
are employed in this approach. We applied the BERTopic
algorithm on the preprocessed CD dataset using Python’s
”bertopic” library. Arabert model [34] was used as a pre-
trained language model. Each term in the corpus contributes
differently to each topic. Fig. 3 shows the bar charts of the
first six topics with a subset of the most contributing terms
according to the c-TF-IDF scores.

We reduced the number of topics by starting from the least
frequent topic and merging topics as long as the similarity
exceeds 0.915, the threshold suggested in the BERTopic doc-
umentation. The number of topics was reduced from 70 topics
to 47. Afterward, the resulting topic distributions for tweets in
the dataset were concatenated to the word2vec representation.

The resulting enriched features are fed into six classifiers.

2https://pypi.org/project/Tashaphyne/

Table III demonstrates the results of four performance metrics;
macro-accuracy, macro-precision, macro-recall, and macro-F1.
Also, Fig. 4 shows F1-scores of classification using enriched
features approach compared with classification using word2vec
features. According to Fig. 4, the performance of the pro-
posed approach improved all the classification results. DT and
bagging results boosted the most. These encouraging results
suggest that using latent topic distribution, obtained from
BERTopic, can improve the classifier’s ability to distinguish
between different CD categories. The baseline classifiers could
not fully capture the relations of a CD category and a subset
of topics due to the shortness of tweets. On the contrary, the
enriched features emphasized these relations.

VI. CONCLUSION

The constant evolution in natural language processing and
machine learning has made it possible to address different
cognitive distortions in a text. This paper suggests an ap-
proach for enriching short textual representations to improve
cognitive distortions’ classification of the Arabic context over
Twitter. The enrichment approach considers the shortness of
social media text and the sparsity of word co-occurrence
patterns, which (to the best of our knowledge) is not ex-
plored in the literature. It also utilizes a transformer-based
topic modeling algorithm (BERTopic) that employs a pre-
trained language model (AraBERT). For evaluation, various
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classifiers were used; DT, k-NN, SVM, RF, XGBoost, stacking
and bagging. Experimental results showed that the proposed
approach improved the performance of the defined classifiers
with different rates using an Arabic CD dataset. We will study
other TM approaches with advanced feature representations
and embeddings for future work. In addition, CD data from
other sources and languages can be tested to examine the
generality of the proposed approach. As a recommendation for
other researchers, we encourage examining transformer-based
topic modeling to empower different supervised tasks in NLP.
Also, it is good practice to define an approximation for topics’
granularity in different domains.
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